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Statistical language modeling involves techniques and procedures that assign probabilities to word sequences or, said in other words, estimate the regularity of the language. This paper presents basic characteristics of statistical language models, reviews their use in the large set of speech and language applications, explains their formal definition and shows different types of language models. A detailed overview of n-gram and class-based models (as well as their combinations) is given chronologically, by type and complexity of models, and in aspect of their use in different NLP applications for different natural languages. The proposed experimental procedure compares three different types of statistical language models: n-gram models based on words, categorical models based on automatically determined categories and categorical models based on POS tags. In the paper, we propose a language model for contemporary Croatian texts, a procedure how to determine the best n-gram and the optimal number of categories, which leads to significant decrease of language model perplexity, estimated from the Croatian News Agency articles (HINA) corpus. Using different language models estimated from the HINA corpus, we show experimentally that models based on categories contribute to a better description of the natural language than those based on words. These findings of the proposed experiment are applicable, except for Croatian, for similar highly inflectional languages with rich morphology and non-mandatory sentence word order.

KEYWORDS: Statistical language model, Natural language regularity, Word-based language model, Category-based language model, Brown algorithm, POS class, N-gram, Perplexity, Croatian corpora.

1. Introduction

A statistical language model (SLM), or just language model (LM) for short, presents an estimate of word sequences probability distribution [28, 72] or in other words, it is a probabilistic mechanism for text generating. It thus assigns to any sequence of words a potentially different probability. For example, for 3 word long sequences, the language model is defined by probabilities:
where it is important to note that a language model can be context dependent. This means that the associated probabilities of certain sequences of words will not be the same for different corpora. Given a sequence of words as an example: “She loves him”, will certainly have a lower probability of occurrence than 0.001 in a corpus of medical texts than in the corpus of romantic novels. Given a language model, we can sample word sequences according to a distribution to obtain a text sample. In other words, we may use such a model to generate text. Thus, a language model is also often called a generative model for text [72].

In general, the purpose of language models is the possibility to find a principled way to quantify the uncertainties, associated with the use of a natural language [28, 72]. More specifically, the main task of a statistical model is to estimate regularities in natural language.

SLMs can be described and observed in a number of different directions. Through the applications in different computer science areas, chronologically following the development and complexity of the models themselves, and through the linguistic lens in applications for different natural language tasks.

1.1. A Chronological Overview and SLM Applications

If we observe chronologically, for many years, SLMs were used mainly in the field of speech recognition [25, 27, 63, 70, 71] and are therefore almost an unavoidable part of any system of statistical speech recognition. As an essential procedure in building effective language models for speech processing procedures, smoothing techniques were introduced (shortly thereafter), but their influence on the model quality regarding the relatively simple n-gram models was small [25].

Significant interest for language models, except for speech processing, was expressed much later in different tasks of natural language processing (NLP): spelling correction, part-of-speech (POS) tagging, syntactic parsing, word and sentence segmentation, shallow parsing, etc. [63]. Additionally, thanks to the language models, in the late 1990s a new approach in the field of information retrieval (IR) has been developed, which is fundamentally different from the traditional probabilistic approach and methods used in vector space models – VSM [72]. The goal of an IR system is to rank documents optimally given a query so that relevant documents would be ranked above irrelevant ones [42, 72]. SLMs provide a principled way of modeling various kinds of document retrieval problems.

The importance of the language models can be found in the observations of a very detailed review from 2003 about the challenges in IR and SLM. According to [3] language models are well adopted for different retrieval, search, extraction and classification tasks.

**Information retrieval models**, which are used as well as classical TF-IDF (term frequency - inverse document frequency) models. Further improvements require many others techniques in addition to language modeling, while language models are the most promising framework for advancing IR to meet challenges in advanced retrieval tasks.

**Cross-lingual information retrieval**, where queries are not in the same language as the collection being accessed. Resource requirements are the biggest problem in this field, especially for under-resourced languages.

**Web search** also uses language modeling. However, even today there are open issues related to the structure of the web, searching, and indexing.

**User modeling** task takes a large space for LMs applications in order to represent the user by the probability distribution of interests (words), actions (information seeking and user behavior) and annotations (judgments).

**Text filtering and classification** where semi-structured data and novelty detection are certainly the most researched tasks. Naïve Bayes classification method is actually using a unigram LM estimated for each class of texts from the collection. Despite the inaccuracy of a unigram model, the bag-of-words model is actually effective for solving the text classification problem – especially if the number of classes is small. A similar principle has been adopted for document retrieval. In this model, the distribution of the documents is estimated for two classes (relevant and not relevant), the documents are reduced to attributes so that in the simplest case, they indicate the occurrence of certain words and the attributes themselves are
independent (as well as Naïve Bayes model for classification). In comparison with the text or document classification, for retrieval, there is exceptionally little training data, and the only evidence that is available for estimating is the query itself. Thus, the model reduces the whole document to the fact that the document is relevant to the query or not.

**Information extraction, question answering, multimedia retrieval** and a wide range of summarization tasks such as content selection, compression of sentences and documents, generation of headlines, etc. successfully applies language modeling. Heart of many information extraction systems is the language model. In such assignments, we should definitely mention the complex models such as hidden Markov model (HMM) or conditional random fields (CRF). These models in different systems achieve performance comparable to rule-based systems, but the increasing amount of available data requires further investment into more sophisticated language modeling.

From the foregoing, it is evident that SLM has attracted the attention of researchers for more than three decades and it has gained increasing attention recently. In the last 16 years, the quality of models has increased fast. Large amounts of text resources have become available online, and consequently, the number of studies in this area grows very fast.

Many variations of the basic language modeling approaches have since then been proposed and studied, and LMs have now been applied to:

1. **Simple statistical tasks** like corpus-based vocabulary list development [31], character-based n-gram classifier that identifies loanwords or transliterated foreign words [35] or personal names [37], Twitter corpus statistics [21], which is further successfully enhanced with demographic data,

2. **Multiple retrieval tasks** such as different categorization tasks like authorship retrieval [23] or categorization according to standard text categorization (incoming document is assigned to some pre-existing category) [15] which is robust and tolerant to different kinds of textual errors, such as spelling and grammatical errors, and character recognition errors that comes through optical character recognition (OCR) for contrast to other approaches. In addition, the list of applications continues with the categorization task according to language, either for language identification for written documents [5] or web pages [46]. Action classification in action ontology building using robot-specific texts uses a variety of n-grams as features for supervised machine learning in [44], in order to solve the text classification where action categories are treated as classes and appropriate verb context as classification instances.

Furthermore, language modeling has successfully been applied for various tasks in supervised or semi-supervised settings. The best and well-known supervised methods for automatic keyphrase extraction in their architecture often incorporate SLMs [32]. Some of them have been presented at Workshop on Semantic Evaluation 2010 (SemEval-2010) [32], such as: Humble, Esztergom, SEERLAB, KK_FBK, Maui etc. and achieved remarkable results in contrast to other unsupervised methods that doesn’t apply any n-gram statistics. Even deeper than that in the last few years new graph-based methods for the keyword and keyphrase extraction tasks are also in the individual segments based on n-gram statistics. Groups of such methods are elaborated in [7, 8]. Automatic document summarization [6, 20], extractive sentence summarization [66], and a variety of other IR and NLP areas incorporate LMs.

Moreover, LMs are often used in many other fields of artificial intelligence, such as machine translation [63], optical character recognition [16] and handwriting recognition [28].

### 1.2. Overview of Fundamental Statistical Language Modeling Techniques

The simplest language model is obviously unigram – an n-gram of size 1. Nevertheless, it is not sufficient because it makes unrealistic assumptions about word occurrences in a text [72]. More sophisticated language models have thus been developed to address the limitations of unigram models. A bigram language model can capture any potential local dependency between two adjacent words. N-gram language models would capture some limited dependency between words and assume the occurrence of a word that depends on the proceeding n-1 words [72].

In addition, the next version of the language models is those with “triggers” through which remote dependencies can be captured [58]. If we go even one step further towards sophistication, then certainly we must men-
tion models which are defined through a probabilistic context-free grammar [43]. Rules are used to determine syntactic categories (or part-of-speech symbols) of the words. The nature of these rules is that a certain syntactic category can be rewritten as one or more other syntactic categories or words. The possibilities for rewriting depends solely on the category, and not on any surrounding context, so such phrase structure grammars are commonly referred to as context-free grammars [43]. With these rules, we can derive sentences, and the language model is explicitly structured based on the grammar of a language. Discussion about such LMs can be found in [25, 43].

Bigram and trigram language models tend not to improve much over unigrams. Some of the reasons for this are the problem of data sparseness which makes the estimated complex language models inaccurate [72], and from a lens of retrieval, weaker performance of complex language models may be related to nonoptimal weighting of bigrams and trigrams [48].

Research shows that unigram models are insufficient for machine translation [11], or for speech recognition [25] where modeling word order is obviously very important.

However, there are many other NLP tasks where bigrams nor trigrams are not enough. In such cases, class-based language models can be a solution for improvement of unigram language models. Since the first significant model was proposed in 1980, many attempts have been made to improve the state of the art. N-grams are the staple of current speech recognition technology, and all speech recognition products use some form of an n-gram. 2-grams and 3-grams are a common choice in those systems and probability deriving for their use is still a sparse estimation problem, even for very large corpora [58]. Therefore, maximum likelihood estimation of n-gram probabilities from counts is not advisable. Various smoothing techniques have been proposed. Some of them are recursive backoff to lower order n-grams, linear interpolation n-grams of a different order, variable-length n-grams or a lattice approach [16, 25].

Another known way to battle sparseness is the use of vocabulary clustering. The quality of the resulting model depends on clustering procedures. Thus, some studies show that in narrow discourse domains good results are achieved by manual clustering of semantic categories [69], while some other studies describing manual clustering using linguistic categories (e.g. POS) in less constrained domains show that such an approach does not usually improve over the word-based model. If the model is interpolated with its word-based counterpart, iterative clustering using information theoretic criteria applied to large corpora can sometimes reduce perplexity by 10% [58].

1.3. Class-Based Model Applications

Regardless of the specific application, class-based models have been studied independently for years. Their efficiency is measured in terms of perplexity (PPL). It expresses a weighted average of number of choices, that has to be made by a language model, when calculating the probability of a given test set. Higher values mean, that the model does not fit the testing set very much. A lower number means, that the prediction of the testing set is good (perplexity will be discussed in more details in Sect. 5). Class-based models are usually better than the classic word-based models concerning perplexity. However, there are studies which show that their combination achieves even better results.

Improved clustering techniques for class-based SLM are presented in [34]. Conventional maximum-likelihood criterion was modified using a special form of cross-validation, the leaving-one-out technique. Compared to word bigram, model perplexity is reduced by more than 10% using class-models. Further improvements were achieved by a combination of class-based with word-based models and with part-of-speech models (perplexity reduction of 37%). Similar approaches can be found in the [22]. The word clustering function is heuristically designed and takes into account morphological structure of the words. Between 5 proposed class-based models, one of them has lower perplexity than the baseline language model (PPL reduction over 40%). It has been shown also that the process of interpolation of the class-based language model, using word-clustering function model, with the baseline language model has always caused a significant decrease of the perplexity. With different variations of interpolations decrease of PPL for 7.5 to 42.5% is achieved.

Class-based model applications exist in various areas. First should be mentioned speech recognition, where standard word-based n-gram models had its first use. In the speech recognition task, class-based language
models are most commonly used in combination with standard word-based n-gram models in some kind of interpolation, as in the previously described cases. In [29] authors propose different approaches to class-based language modeling used in a continuous speech recognition system. All of them are based on classes. The experiment shows that better performance of the continuous speech recognition system can be achieved introducing segments of words into class-based language model instead of a classical class n-gram model with classes made up of isolated words.

Authors in [59] present an approach for class-based language modeling based on part-of-speech statistics. More precisely, they investigate approaches to generating a class-based language model based on part-of-speech ambiguity classes. Linear interpolation and word-to-class backoff model for combining the class-based and word-based language models were evaluated and both approaches showed some perplexity improvement and significant reductions in word error-rate for the large-vocabulary speech-recognition task.

Interpolation of standard word-based n-gram models and class-based language models shows small but statistically significant improvement in word recognition accuracy over other standard or class-based models [50].

Morphology-based language modeling is investigated in [33] at different stages in a speech recognition system. Class-based and single-stream factored language models using morphological word representations are applied within an N-best list rescoring framework. Recognition results show perplexity and word error rate reductions.

Class-based language modeling is a long-studied and effective approach to overcome sparse data in the context of n-gram models. In [10] systematic comparison of different forms of class-based models and different class LM combination methods in the context of statistical machine translation for morphologically rich languages is presented. In this study, evaluation is conducted in a large-data scenario and statistically significant BLEU improvement is reported for class-based models in the originally proposed Brown's scenario. Class-based n-gram language difference models are used in [3] for data selection. A simple method for representing text that explicitly encodes differences between two corpora in a domain adaptation or data scenario is presented. Authors used to select data for a machine translation system in contrast with standard n-gram models, and their language difference models lead to improvements of BLEU in both cases – used in isolation, and used in a multimodel translation system. Language models trained with their method have 35% fewer OOV’s than the most common approach. Language models also have a lower perplexity on in-domain data than the baselines.

In addition to speech and statistical machine translation, class-based language model approach is applied to IR tasks, such as named entity identification in [65], sentence retrieval in Question Answering Systems in [49], or keyword extraction in [38]. In [65] class-based LM provides a statistical framework for incorporating Chinese word segmentation and named entity identification in a unified way. Evaluation based on a test data shows that proposed model achieves the performance of state-of-the-art named entity identification systems. For sentence retrieval Brown clustering method is applied in class-based models [49] and, results indicate a significant improvement in terms of mean average precision (from 23.62% to 29.91%). Automatic keyword extraction using meeting transcripts is explored with several approaches in [38]. In the TF-IDF weighting framework, authors incorporate part-of-speech information, word clustering, and sentence salient score. Integrating word clustering was done by inducing class-based n-gram language models. Authors show that unsupervised approach for automatic keyword extraction using meeting transcripts based on TF-IDF approach performs reasonably well, on the other hand using additional information from POS tags provide significantly better results in terms of F-measure.

**1.4. Language Models in NLP Applications for Different Natural Languages**

Language models are widely used in a variety of languages. We will mention some of them. For example, language models are used for generating diacritics for Arabic names [2]. Microblog language identification for five languages Dutch, English, French, German and Spanish was implemented including n-gram approach [14]. Unsupervised method for developing...
a character-based n-gram classifier that identifies loanwords or transliterated foreign words in the Ko-
anean language as well as a pilot model for Japanese is
developed [35]. On the other hand, supervised class-
ification task for Urdu text reuse at document level
[60], and party group prediction from the Lithuanian
parliamentary speeches is also developed [30].

However, class-based language modeling has a suc-
cessful application in Arabic [33], Spanish [29], and
Japanese speech recognition [70] with improving re-
results of classical models based on words. A compar-
ative study in several languages using automatic and
manual word-clustering techniques is presented in
[40]. For class-based language models where classes
are automatically derived, comparative analysis is
presented for five languages: French, British English,
German, Italian and Spanish. With regard to class-
es corresponding to part-of-speech, results are pre-
sented for British English, French and Italian. Class-
based named entity identification task is studied for
the Chinese language in [65]. Class-based models
are involved in machine translation experiments for
French and English in [3] and for Russian in [10].

One of the biggest problems for word-based language
models is data sparsity. This problem is even more
emphasized in the case of highly inflectional lan-
guages with rich morphology and free word order, such as
Arabic, Croatian, Czech, Slovak or Russian language.
A method for designing language models for Slovak, a
highly inflectional language is presented in [22]. This
class-based model shows a significant decrease of
perplexity.

In practice, POS category-based language models
showed slight advantages compared to convention-
al n-gram models in speech recognition system for
German [19]. Hybrid models that combine categor-
ical models based on POS tags with n-gram models
of words also show slightly better results than pure
n-gram model of words [68]. However, there are stud-
ies that show substantial improvements. For exam-
ple, in [24] was shown that the categorical language
models based on POS tags on the LOB2 (The Lancast-
er – Oslo/Bergen) corpus for English reduced the

perplexity for 20% compared to the linguistic models
based on words.

In this paper, special attention will be given to the
Croatian language. For Croatian, word-based n-gram
models have been proposed. Most of the research ap-
plied statistical models in the field of speech, such as
in [51] where authors describe different smoothing

techniques applied to language models built from the
Croatian weather-domain corpus or in [45] language
models are used for acoustic modelling for Croa-
tian speech recognition and synthesis. In addition to
speech, language models of the Croatian language are
used in other NLP and IR tasks such as: collocation
extraction for document indexing [56], keyphrase ex-
traction [47], predicting phrase sentiment [9], term
extraction and tagging tools [57].

1.5. Problems and Contributions

The major problem of n-gram language models is data
sparsity. This means that a training set does not con-
tain enough data to correctly calculate estimates of
the probabilities of a word, based on its history using
the most common maximum likelihood method [22].
This problem is even bigger in the case of highly inflec-
tional languages, like Czech, Slovak or Croatian [13,
22]. Furthermore, most studied approaches are limit-
ed to use in this languages because they are designed
for English or other non-inflectional languages. The
problem occurs because of different morphology and
word order in sentence for different languages. Gen-
erally, in order to reduce the sparseness of the train-
ing data and improve model generalization, language
models that group words in categories have been
proposed in [12, 27]. By pooling similar words in the
same category, model parameters may be estimated
more reliably because they retain patterns for each
category in contrast to models which are based only
on words. With such an approach, it is possible to
generalize to word sequences that are not present in
a training set within the category.

An example of such categorization of words are mod-
els based on POS (part-of-speech) tags that indicate
the grammatical functions of words or with some
semantic labels such as company, name, city, date,
price, etc. [25]. It is known that bigram language
models based on POS categories show competitive
performance compared to word-based models (with
large data sparseness) for English. However, it is

---

2 LOB is a million-word collection of present-day British En-
lish texts. Like its American counterpart, the Brown Corpus, it
contains 500 text samples of approximately 2,000 words distrib-
uted over 15 text categories.
also known that category-based language models are slightly worse than ones based on words when the amount of training material increases [53, 54]. Category-based models are more compact than word-based models (and this is the reason why they outperform in small corpora). However, they are not able to fully exploit all the information available in a large corpus, because they are adapted to capture relationships only between particular categories, but not between particular words. This can be avoided if in accordance with the size of corpus number of categories increases, but in this case, models suffer from high complexity of computation. Bigram and trigram language models based on automatically determined categories can be used in combination with word-based n-gram models [55].

As stated previously, the fundamental limitation of word-based n-gram models is its inability to capture dependencies in a range more than n words. In this way, the model loses much linguistic information which is reflected in the writing style or genre of the text. Empirical evidence suggests that a word which has already been seen in a passage is significantly more likely to recur in the near future than would otherwise be expected. A cache component of the language model addresses this by dynamically increasing the probability of words that have been seen in the recent history of the text. In this way, language model adapts to the local characteristics of the training set but still falls short to address relations within different words. Correlated word pairs are most often revealed by measuring their mutual information (or related measure). Finally, in practice commonly used models are:

1. **word-based n-gram language models** (when the training set is large enough) or
2. **category-based models** with optional accesso-ries to cache components (when the training set is small) [36].

In this paper, we explain and demonstrate the benefits of:

1. **category-based statistical language models** with automatically-determined categories using Brown’s algorithm and
categories based on Croatian POS tagger, in contrast to
2. **standard word-base n-gram statistical language models** – i.e. Bayesian models.

The rest of the work is conceived as follows: in Section 2, formal definition of statistical language models is described, equivalence mappings of the word history that are crucial for category-based language model understanding is explained in Section 3. A formal definition of a category-based model is presented in Section 4. The quality measure of language models is defined in Section 5, then in Section 6 follows the description of methods, experiment and used dataset. The results are shown in Section 7, and the discussion follows in Section 8. At the end of the paper, final conclusions and possible directions for further research are elaborated.

### 2. Statistical Language Models

Statistical language model estimates the prior probability of a word sequence \( P(w(0, K-1)) \), where:

\[
w(0, K - 1) = \omega(0), \omega(1), ..., \omega(K - 1)
\]

is the sequence of \( K \) words, and every \( \omega(i) \) denotes a word from a fixed and known set of words \( V \) – in short: vocabulary [27, 61].

Applying the Bayes’ rule of conditional probabilities, \( P(w(0, K-1)) \) can be decomposed as:

\[
P(w(0, K - 1)) = \prod_{i=2}^{K-1} \hat{P}(\omega(i)|w(0, i - 1))
\]

where \( P(\omega(i)|w(0, i - 1)) \) is the probability that a word \( \omega(i) \) will appear before the word sequence \( w(0, i-1) \). The previous word sequence \( w(0, i-1) \) is often called a history and is denoted succinctly by \( h \). The expression (2) states that the probability of a word sequence \( w(0, K-1) \) is given by the probability of the first word, times the probability of the second word given that the first word has appeared before, etc., times the probability of appearing the last word of the word sequence given that all of the previous words have appeared. Therefore, the choice of \( \omega(i) \) is modeled to depend on the entire past history of the discourse.

Statistical language models will be considered as probabilistic models – using different ways to assign probabilities to word sequences, whether for computing the probability of an entire sentence or for giving
a probabilistic prediction of what the next word will be in a sequence. We will use bigram (2-gram) and trigram (3-gram) language models to determine word sequence probability. Bigram models determine the probability of a word given the previous word, while trigram considers previous two words. The simplest way to approximate probability (in equation 2) is to compute co-occurrences of word sequences – the number of times the word sequence \( \omega(i-2)\omega(i-1) \) \( \omega(i) \) occurs in the corpus of training data divided by the number of times the word sequence \( \omega(i-2)\omega(i-1) \) occurs, written as an expression:

\[
P(\omega(i)|\omega(i-2,i-1)) = \frac{c(\omega(i-2)\omega(i-1)\omega(i))}{c(\omega(i-2)\omega(i-1))}
\]

and called the maximum likelihood (ML for short) estimate.

### 3. Equivalence Mappings of the Word History

Currently, the most popular statistical language models are word n-grams, which we have been previously called Naive Bayes models (due to the Bayes’ rule of conditional probabilities). From a given token (observed frequencies) in the training corpus for word n-gram, the conditional probability was estimated. Specifically, the probability of a particular word is calculated using the frequency of the n-tuple, which consists preceding \((n-1)\) words of the phrase and the word itself. Such models have the advantage that they are fairly easy to implement and can use larger amounts of training data. However, each tuple is considered independently and fail to keep the basic linguistic patterns from text. Due to the insufficient use of information from the corpus, data fragmentation is an inevitable consequence, which ultimately results in weaker generalizations of tuples that do not appear in the learning set, but still may appear in a real text. Moreover, since the number of n-tuples becomes extremely large as n increases, the models are very complex in terms of the number of parameters they employ. Large sizes of the training set (and consequent memory requirements) together with the sparseness are real drawbacks for large n. For that reason, in actual applications n is usually 2, 3 or 4 (2-gram, 3-gram or 4-gram). It is clear that these models cannot keep associations that involve more than this number of words. Despite these restrictions, language models based on words are still the most successful type of language models that are currently in use.

Let us recall the expression (2) which defines \( P(\omega(0,K-1)) \). The language model estimates the conditional probabilities:

\[
P(\omega(i)|\omega(0,i-1)).
\]

Moreover, from this time forth we will refer to \( \omega(0,i-1) \) as the history of the word \( \omega(i) \). Due to extremely large number of possible different histories, statistics cannot be gathered for each, and the estimation of the conditional probability must be made on the grounds of some border grouping of \( \omega(0,i-1) \). We define an operator \( H(\omega(i)) \) which maps the history \( \omega(0,i-1) \) of the word \( \omega(i) \) onto one or more distinct history equivalence classes. It can be rewritten as \( h_j;i \in \{0,1,...,N_h-1\} \), where \( N_h \) denotes the number of different equivalence classes found in the training corpus, so that the classification \( H(\cdot) \) segments the words of the corpus into \( N_h \) subsets referred to collectively as \( H \):

\[
H = \{h_0, h_1, ..., h_{N_h-1}\},
\]

where the history operator \( H(\cdot) \) is many-to-one (M-1), meaning that each word history corresponds to exactly one equivalence class, the conditional probabilities from (4) may be estimated by:

\[
P(\omega(i)|\omega(0,i-1)) \approx P(\omega(i)|H(\omega(i))).
\]

Jelinek, Mercer, and Roukos in [12] define the history operator \( H(\cdot) \) which generally defines as many-to-many (M-M) mapping in which case calculation of the probability involves summing over all history equivalence classes that correspond to \( \omega(0,i-1) \):

\[
P(\omega(i)|\omega(0,i-1)) \approx \sum_{h \in H(\omega(i))} P(\omega(i)|h) \cdot P(h|\omega(0,i-1))
\]

where \( P(\omega(i)|\omega(0,i-1)) \) gives the probability that the word history \( \omega(0,i-1) \) belongs to the equivalence class \( h \), and:
that maps each word \( \omega; i \in \{0,1,...,N_\omega\} \) to one or more categories \( v; j \in \{0,1,...,N_v\} \), i.e.:

\[
P(\omega(i) | w(0, i - 1)) \approx P(\omega(i) | v(i)).
\]

(12)

For stochastic category membership, this allows us to decompose the conditional probability estimates in the following way:

\[
P(\omega(i) | w(0, i - 1)) \approx \sum_{V : v \in V(\omega(i))} P(\omega(i) | v(i)) \cdot P(v | w(0, i - 1)).
\]

(13)

Furthermore, classifying the history into equivalence classes can be derived from equation (7) to:

\[
P(v | w(0, i - 1)) \approx \sum_{h \in H(\omega(i))} P(v | h) \cdot P(h | w(0, i - 1)).
\]

(14)

Against this background, a natural choice for the history equivalence class mapping is the identity of the most recent \( n - 1 \) categories:

\[
H(\omega(i)) = \{v(i - n + 1), v(i - n + 2), ..., v(i - 1)\}
\]

(15)

from which we obtain category-based n-gram language models. It is important to note that equation (15) represents 1-M mapping when the operator \( V(\cdot) \) is 1-M.

When the history equivalence class mapping is 1-M, equation (14) simplifies to:

\[
P(v(i) | w(0, i - 1)) \approx P(v(i) | H(\omega(i)))
\]

(16)

so (14) may be written as:

\[
P(v(i) | w(0, i - 1)) \approx \sum_{V : v \in V(\omega(i))} P(\omega(i) | v(i)) \cdot P(V(\omega(i)) | H(\omega(i)));
\]

(17)
Equation (17) has been used in [27] for synonym-based language models. These models are very similar to the part-of-speech approach except that the categories don’t need to have strict grammatical definitions. Instead of a core vocabulary \((\mathcal{V}_{\text{core}})\), there is a set of words that are assumed to exhibit all significant types of grammatical behavior that may be encountered. List of synonyms \(S_w\) – list of words that display similar grammatical characteristics to \(w\), is a set of words in the core vocabulary with which the context of \((17)\), \((\mathcal{V}_{\text{core}})\) corresponds to the set of categories, and the synonym set \(S_w\) category membership definitions.

Finally, when we restrict this to determine membership, equation (17) simplifies to:

\[
P(\omega(i) | w(0, i - 1)) \approx P(\omega(i) | W(\omega(i))) \cdot \frac{P(V(\omega(i)) | H(\omega(i)))}{P(V(\omega(i)) | H(\omega(i)))}.
\]

Except this, using the category n-gram of equation (15) with \(n = 2\) from (18) we obtain:

\[
P(\omega(i) | w(0, i - 1)) \approx P(\omega(i) | W(\omega(i))) \cdot \frac{P(V(\omega(i)) | H(\omega(i)))}{P(V(\omega(i)) | H(\omega(i)))},
\]

which is category-based bigram language model. This model can be used in conjunction with automatically-determined category membership.

4.1. Browns’ Algorithm

Brown et al. in [12] introduced an algorithm which assigns word types to disjoint clusters, and is often called Brown’s algorithm. It remains a common choice when a simple way to automatically obtain word categories is needed. This algorithm represents an agglomerative clustering procedure which induces a mapping from word types to classes. Training set log probability (LL) for a bigram language model can be written as the sum of unigram distribution entropy \(H(\omega)\) and the average mutual information between adjacent categories \(I_m(v_i, v_j)\):

\[
LL = -H(\omega) + I_m(v_i, v_j).
\]

Entropy \(H(\omega)\) is defined as:

\[
H(\omega) = -\sum_{i=0}^{K-1} P(\omega(i)) \log_2(P(\omega(i))),
\]

The mutual information between two events \(x_i\) and \(x_j\) is given by:

\[
I_m(x_i, x_j) = \log \left[ \frac{P(x_i, x_j)}{P(x_i)P(x_j)} \right].
\]

If the events are taken to be adjacent-occurring words, then \(P(x_i, x_j)\) is the probability that \(x_i\) immediately follows \(x_j\), and \(P(x_i)\) and \(P(x_j)\) are the unigram distributions of \(x_i\) and \(x_j\) respectively. We may estimate these probabilities using relative frequency approximations:

\[
P(x_i, x_j) \approx \frac{N(x_i, x_j)}{N(\cdot)}; \quad P(x_i) \approx \frac{N(x_i)}{N(\cdot)}; \quad P(x_j) \approx \frac{N(x_j)}{N(\cdot)}.
\]

than for a large corpus \(N(\cdot) = N\), and mutual information is defined as:

\[
I_m(x_i, x_j) = \log \left[ \frac{N(x_i, x_j) - N}{N(x_i)N(x_j)} \right].
\]

The algorithm initially assigns each word in the training corpus to its own category, and then at each iteration merges those category pairs \((v_i, v_j)\) which least decrease mutual information \(I_m(v_i, v_j)\). This process continues until the desired number of categories has been reached. In this framework, each word may belong to only one category.

In order to simplify, we can say that the clustering algorithm starts with \(K\) classes for the \(K\) most frequent word types and then proceeds by alternately adding the next most frequent word to the class set and merging the two classes which result in the least decrease of the mutual information between class bigrams. The result is a class hierarchy with word types at the leaves. The overall runtime of the algorithm is \(O(K^2W)\) where \(K\) is the number of classes and \(W\) the number of word types.
4.2. POS-Based Classes

Words may be classified into groups according to their grammatical function (or part-of-speech) within the sentence. Equations (13), (14) and (15) with \( i = 2 \), and \( i = 3 \) are used in the construction of a bigram and trigram language models based on part-of-speech word categories, respectively. The word categories and history equivalence classes must be defined before category-based language models can be used. This work employs a POS tagger for the Croatian language developed by Agić et al. [1]. POS tagging (or POS classification) of words in the training corpus is assumed to be known and constitutes a priori grammatical information that will be exploited by the statistical model. Tokens are replaced with corresponding POS classes with the precondition that each word from a training set has a defined class in the POS list – tuples in the form of \([\text{word}; \text{POSTag}]\). Otherwise, it is associated with the unknown class. In addition to POS list, class distribution list contains frequencies for individual class expansion. For example, if a certain class contains 20% of instances of the entire corpus, then that class will be associated with the probability of 0.2. Thus, the class probability is used instead of pure word occurrences. Tokens that do not appear in the training set are weighted with the default value 1 (parameter \( \text{addone} \)), and classified into unknown class.

5. Language Model Perplexity

Perplexity (\( PP \) for short) is the most common intrinsic evaluation metric for n-gram language models [28]. An intrinsic evaluation metric is one which measures the quality of a model independent of any application. \( PP \) is often called a measure of the complexity of a language model. It is related to the entropy assessment, which is defined by the expression:

\[
H_p(T) = -\frac{1}{W_T} \log_2 p(T)
\]

(25)

where \( H_p(T) \) is cross-entropy of a model \( p(T) \) on the dataset \( T \), and \( W_T \) is the number of words in corpus \( T \). Entropy is a measure of the average amount of information contained in a set of sequences that a source can produce. Where the source which can produce a wide range of different sequences will have higher entropy in contrast to those with a limited number of produced sequences. Then perplexity \( PP_p(T) \) of a model \( p \) in the test set \( T \) is defined by the equation:

\[
PP_p(T) = 2^{H_p(T)}
\]

(26)

and is interpreted as the weighted averaged branching factor of a language – the number of possible next words that can follow any word. If perplexity is lower the language model is better. Lower perplexity indicates that language model is closer to the real model [16]. In other words, perplexity is a measurement of how well a probability model predicts a sample. Higher values of perplexity mean that the language model does not fit the testing set very much, while lower indicates that model is good at predicting the sample. The perplexity measure was first proposed by Jelinek, Mercer, and Bahl [26].

6. Data, Methods and Experiments

The experimental objective of this study is to investigate statistical language modeling for Croatian which is a highly inflectional language. In such an environment we want to:

1. build categorical language models for Croatian corpus composed of short texts,
2. compare several different approaches for language models construction: standard word-based models with category-based models on Croatian news articles from the Croatian News Agency in terms of perplexity:
   - set up and compare different settings of bigram class-based models with automatically-determined classes using Brown’s algorithm and determine the best number of induced classes in terms of perplexity,
   - set up and compare different settings of bigram and trigram class-based models based on Croatian POS tags and determine the best configuration of POS classes in terms of perplexity, and
3. finally, conclude which type of model is the best (standard or some type of class-based) and find \( n \) which provides maximum perplexity reduction for HINA collection, as well.
6.1. Data

For the purposes of the experiment we use the available part of the Croatian news agency collection – (HINA - cro. Hrvatska Izvještajna Novinska Agencija)\(^3\), which is composed of news articles written in Croatian contemporary language. HINA operates according to the principles of an independent, impartial and professional newspaper-reporting agency, and shall not be subject to any influences that could compromise the accuracy, objectivity or credibility of the information, nor factually or legally, to come under the ownership or other interest control of some ideological, political or economic groups. Therefore, the style of their writing is very professional (journalistic), objective and concise.

The HINA collection contains 1020 news articles in XML (Extensible Markup Language) documents. We selected 60 topically diverse documents for the experiment [47]. Two basic criteria were used in the selection of the news articles: the minimum and the maximum size of the document. The length of all 60 texts varies from about 60 to 1,500 tokens – 335 on average. In total, the collection of 60 texts contains 20,125 tokens. Training set has 17,366 tokens, and 10 sets for testing contain the remaining 2,759 tokens. The exact number of tokens for each test set and the total number of sentences are given in Table 1.

<table>
<thead>
<tr>
<th>set</th>
<th>no.</th>
<th>sentences</th>
<th>words</th>
</tr>
</thead>
<tbody>
<tr>
<td>training</td>
<td>1</td>
<td>918</td>
<td>17366</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>12</td>
<td>227</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>30</td>
<td>754</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>24</td>
<td>427</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>31</td>
<td>392</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>15</td>
<td>370</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>8</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>9</td>
<td>144</td>
</tr>
<tr>
<td>TOTAL</td>
<td>11</td>
<td>1072</td>
<td>20125</td>
</tr>
</tbody>
</table>

\(^3\) https://www.hina.hr/

In this experiment, 50 news articles constitute a set for language models construction (training set), and the remaining 10 randomly selected texts present 10 different test sets. Selected texts cover different domains: world news, sports, government, politics, lifestyle, black chronicle, culture, ecology, nature and society, and other life topics.

6.2. Language Modeling Tools

The various software packages for statistical language modeling have been in use for many years. One such package – The CMU (Cambridge Statistical Language Modeling) toolkit [17], has been in wide use in the research community and has greatly facilitated the construction of language models for many practitioners, especially in the first version of toolkit – The CMU SLM (Carnegie Mellon Statistical Language Modeling) [63].

However, in this experiment, the SRILM (The SRI Language Modeling Toolkit) is used [63]. SRILM is a collection of C++ libraries, executable programs, helper and wrapper scripts designed to enable the production and experiment implementation of statistical language models for speech recognition and other applications. The tool supports the creation and evaluation of different language model types that are based on N-gram statistics. Further, the tool goes beyond simple LM construction and evaluation, covering mainly LM applications and allows performing various comprehensive functionality of language processing, such as statistical tagging, rescoring tool that applies language model over a sequence of adjoining N-best lists [62], tool to perform word error minimization on N-best lists [64] or construct confusion networks [41], converting LMs to word graphs, etc. Tool development started in 1995 at Johns Hopkins Summer School for language modeling. Over the years SRILM has substantially evolved but basically is designed and implemented in three layers consisting of libraries, executable tools, and numerous helper and wrapper scripts [63]. Besides the aforementioned SR-ILM, in the experiment, we used a POS tagger for the Croatian language proposed in [1].

6.3. Experiments

In this work, word sequences will be derived from the Croatian newspaper articles corpus described in subsect. 6.1. In the preprocessing step, texts are separated
from XML tags and cleaned of unnecessary characters and punctuations [.;?:/\-]. Three different types of language models are constructed:

- 2-gram and 3-gram language models of words,

- 2-gram category-based language models with 3, 5, 10, 15 and 30 automatically-determined classes using Brown’s algorithm,

- 2-gram and 3-gram category-based language models based on POS tags.

Nine different types of statistical language models are constructed in total. Schematic representation of the experiment is presented in Figure 1. Models are built and evaluated according to definitions described in Sect. 2 - Sect. 5.

Category-based language models are based on n-grams respecting belongings of individual words to a particular category. Word classes are induced from word distribution presented in training set – i.e. 2-gram statistics, using Brown’s algorithm as described in Sect. 4.1. Such a category-based language model with automatically-determined classes using Brown’s algorithm is obtained according to the expression (19).

In the first step, category-based language models with POS categories in the first step replace all words from training set with corresponding POS tags (categories). Words (tokens) are replaced with corresponding POS classes with the precondition that each word from the training set has a defined class in the POS list – tuples in the form of [word; POS tag]. Otherwise, it has been associated with the unknown class. In addition to the POS list, class distribution list contains frequencies for individual class expansions. As defined above, language model building requires a vocabulary of the entire Croatian news agency text collection – HINA. Vocabulary list of HINA collection was developed. It contains entries in tuple form as [word; POS tag], where in Croatian every word has one of the following POS tags: A - Adjective, V - Verb, N - Noun, M - Numeral, P - Pronoun, S - Adposition, C - Conjunction, Q - Particle, R - Adverb, I - Interjection, Y – Abbreviation, and X - Residual (undefined) according to the MULTEXT-East Morphosyntactic Specifications for the Croatian language [18]. Thus POS tag has the function of a class during the construction of categorical models based on POS tags. With distinction that in a revised version of the MULTEXT-East ver. 4 in [39] abbreviations are assigned as (Y) in our approach, they are merged with residuals and marked as (X).

In the second step, we built the model using the vocabulary and sequences of replaced words with class-
es. Since there are far fewer POS tags than there are words in a typical vocabulary, the number of different n-grams is much smaller for a given value of n than for a word-based n-gram model. This reduces the problem of data sparseness. Finally, models perplexity is measured in all cases using equation (26).

7. Results

With class-based language models (categorical language models), perplexity can be reduced, as presented by the experimental results. In Figure 2 bigram language models of words show lower perplexity in 7 of 10 test cases in contrast to trigram models that show lower perplexity in only 3 test sets.

Categorical language model achieves significantly lower perplexity on the individual test sets for a specific number of induced classes. Induction of only 3 classes doesn’t achieve better results than those measured for a bigram or trigram language models of words. Due to the limited number of classes language model is unable to make a capable discrimination between different words in the text and the model is too general – overgeneralization. When the number of induced classes increases to 5, categorical language model in 7 of 10 test cases have lower perplexity than bigram models of words. If the number of induced classes is higher (10 and 15) perplexity is significantly reduced. It was expected that the best perplexity will be achieved when the number of induced classes will be equal to 10, because in the Croatian language grammar there are exactly 10 different types of words. However, results obtained with 15 induced classes are significantly better than those achieved on bigram and trigram language models based on words. Thus, increasing the number of classes, the scope of which model should generalize decreases, while the ability of model discrimination is improved – tradeoff.

Language models based on a POS tagger (with 10 classes), where classes are defined by the types of Croatian words (5 changeable and 5 unchangeable), provide the lowest perplexity – see Figure 4. The bigram POS models are insignificantly better than trigram (Figure 5), probably due to the relatively small corpus. This is possible indication that language models are sensible to the size of the modeled corpus – i.e. trigram models can outperform models based on POS tags if the corpus is larger.

To summarize the main points of the results, in this experiment on the HINA collection of newspaper articles, categorical language models based on POS tags indicate the best results on average in contrast to categorical models with automatically-determined classes and bigram or trigram language models.

Figure 2
Comparison of perplexity for 2-gram and 3-gram word-based language models on 10 test sets
Figure 3
Comparison of perplexity for 2-gram category-based LM with automatically-determined classes (3, 5, 10, 15 and 30) by Browns’ algorithm on 10 test sets

Figure 4
Comparison of perplexity for 2-gram and 3-gram category-based LM with automatically-determined classes by POS categories on 10 test sets

Figure 5
Comparison of perplexity for 2-gram word-based LM with a category-based LM with 10 automatically-determined classes by Browns’ algorithm and with automatically-determined classes by POS tags on 10 test sets, respectively
8. Discussion

The underlying assumption of an experiment conducted in this work is the possibility of grouping language patterns into syntax groups (structure imposed by grammatical rules) – i.e. using Brown’s algorithm or in another solution POS tagger. Categorical language models show the ability to reduce data fragmentation which is inherent in word n-grams. It was expected that syntactic patterns will be more consistent than trivial word occurrence (n-tuples), and thus, produce better generalization to text styles and topics different from those of the training corpus.

The results of the experiment confirmed that the word order has an important role for grammar correctness and that the same was retained by n-grams naturally. A priori information about the grammatical significance obtained under the POS classification is sufficient to describe the syntactic categorical language model.

There are still natural languages that do not have developed complex tools for NLP or they are only partially developed. These are usually those who have a small number of native speakers, and commercial needs for development are not in their focus. Especially considering the complexity of the language and the effort required for development. Therefore, using the POS tagger is not always possible. In this case, human experts perform the tagging manually. Such work is highly impractical and expensive for large amounts of text. Linguistic parsing techniques based on rules may be considered for use in this case. Also, parsing can be computationally very demanding. However, this can be circumvented by tagging only the initial part of the training corpus, which is subsequently used to initialize a statistical tagger for tagging the rest of the text with the most likely category tags. When that’s not possible, categorical language models with automatically-determined categories (with class induction by Brown algorithm, or some other) can be applicable, as shown in this paper.

Results of our work concur with that presented in [58], and carries a slightly larger percentage of perplexity reduction although the HINA corpus is considerably smaller. For all 10 test sets, category-based language models with 10 automatically-determined classes reduce perplexity about 28% on average (average perplexity is 127.81), during category-based models based on POS tags reduces perplexity for 31% on average (average perplexity is 13.96). We can conclude that for Croatian corpus (language from the Slavic group) is worth noticing the fact that perplexity of category-based language models can be reduced, as opposed to word-based models, especially POS-based categorical models. Similar studies of the Slovak language (also from the Slavic group of languages) [27], and for Lithuanian (from the Baltic group of Languages) [67] confirms the same.

9. Conclusion

N-gram model of words is currently the most popular statistical language model which estimates the probability of the observed n-tuples from a training set. This paper presents a comparison of n-gram models based on words with categorical language models based on automatically-determined categories using Brown’s algorithm, and categorical language models based on categories determined by a POS tagger. Models are built for the Croatian newspaper articles collection – HINA.

Experimental results are expressed in terms of perplexity – a measure that allows an independent assessment of the language model quality. In this study, a fundamental limitation of the n-gram approach was determined: it is not possible to keep the dependence range of more than n words within the n-gram models based on words. Therefore, the model is not able to address longer-range word-pair relationships that arise due to factors such as the topic or the style of the text. Category-based models with automatically-determined classes demonstrate the ability to circumvent the problem of data sparsity and provide the lower complexity of the n-gram models based on words, especially when the numbers of induced classes are 10 or 15. Category-based model based on POS tags, in certain configurations, expose improvements in contrast to conventional word-based models. On the HINA collection, they are better than models based on words for 31% on average in terms of perplexity. This confirms that the POS tagger can collect sequential grammatical dependencies from the corpus. Moreover, the model successfully assigns words to POS classes and therefore makes more reasonable predictions for histories that we have not been previously seen and assumes that they are similar to other histories that we have seen before.
As shown in similar studies, empirical evidence suggests that a word which has already been seen in a passage is significantly more likely to recur in the near future than would otherwise be expected. Hence, in future work, it is possible to build a hybrid model that is an approximation of category-based model and classical model based on words. It is also possible to examine the complexity of the model with the addition of a cache language model component, which considers the history of the words in a text.
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Statistical language modeling involves techniques and procedures that assign probabilities to word sequences or, said in other words, estimate the regularity of the language. This paper presents basic characteristics of statistical language models, reviews their use in the large set of speech and language applications, explains their formal definition and shows different types of language models. A detailed overview of n-gram and class-based models (as well as their combinations) is given chronologically, by type and complexity of models, and in aspect of their use in different NLP applications for different natural languages. The proposed experimental procedure compares three different types of statistical language models: n-gram models based on words, categorical models based on automatically determined categories and categorical models based on POS tags. In the paper, we propose a language model for contemporary Croatian texts, a procedure how to determine the best n-gram and the optimal number of categories, which leads to significant decrease of language model perplexity, estimated from the Croatian News Agency articles (HINA) corpus. Using different language models estimated from the HINA corpus, we show experimentally that models based on categories contribute to a better description of the natural language than those based on words. These findings of the proposed experiment are applicable, except for Croatian, for similar highly inflectional languages with rich morphology and non-mandatory sentence word order.

Statistinis kalbos modeliavimas apima techniką ir procedūras, kurios įvertina žodžių sekų tikimybes arba, kitaip tariant, įvertina reguliarumą kalboje. Straipsnyje pristatomi pagrindiniai statistinių kalbos modelių bruožai, apžvelgiamas jų naudojimas didžiulėse kalbos taikymo aibėse, pasiūlomos jų formalios sąvokos bei pateikiami skirtingų kalbos modelių įvairių kalbų apibrėžimai. Įskaitant n-gramomis, kategoriniuose ir, taip pat, automatiškai nustatytomis kategorijomis grįstus modelius, pateikiamas įvairių kalbų kontekstų. Autoriai siūlo eksperimentinį būdas lygina tris skirtingus statistinius kalbos modelius: žodžiais grįstas, kategorinius ir, taip pat, automatiškai nustatytus kategorinius modelius. Autoriai siūlo kalbos modelį moderniąiems tekstams, parasytiems kroatų kalba. Tai yra veiksminga, padedantis nustatyti geriausią n-gramą, padės pateikti geriausią kategorijos ir, taip pat, automatiškai nustatytą kategoriją. Kaip pavyzdžiui, siūloma eksperimentuoti naudodami skirtingus kalbos modelius, per ekperimentus su HINA tekstais, autoriai parodo, kad kategorinius ir, taip pat, automatiškai nustatytus kategorinius modelius, padeda naudoti žmogaus kalbą apibūdinti geriau, nei žodžiais grįsti modeliai. Be kroatų kalbos, pasiūlyto eksperimento rezultatų yra pritaikomis panašioms fleksinėms kalboms su turtingą morfologiją ir ne griežtai nustatyta žodžių tvarka sakinyje.
This paper introduces a distributed service-oriented system, which is developed to provide ECG (electrocardiogram) monitoring, analysis and storage services. The Service-Oriented Architecture system design is introduced for ECG signal transmission and processing. The implementation of cloud-based web-services and overall system architecture is described. The presented system includes a T-shirt with five electrodes intended for the acquisition of the signal. The ECG data for the experiment were recorded while the participant was moving. The signal replicates real conditions and the ECG data contain different high and low frequency noise. Therefore, this paper includes analysis of data filtering methods, model selection and ECG parameter calculation algorithms. The DWT algorithm was selected for the high frequency noise reduction and the BEADS method was used for trend removal. It was experimentally identified that these algorithms are effective and can be used in the system under development. The tests covering overall system were performed on an Amazon cloud computing infrastructure. The results are presented together with a discussion of various constraints of service-oriented performance.

**KEYWORDS:** Service-Oriented Architecture, high performance computing, ECG analysis, signal processing.

## 1. Introduction

With the increase of healthcare services in non-clinical environments using vital signs provided by wearable sensors, the need to process and analyse the physiological measurements are growing significantly [18]. An integrated solution of different sensors, smart interfaces, modelling, and data analysis technique should warrant that the created system is comfortable and effective for assessing the individuality and dynamics of
a functional state during the daily-life activities and for the control of the exercise intensity.

To collect the data of the signal, a wearable device with five electrodes inserted into it was used. Each of them contains different low and high frequency noise. This requires identifying and filtering out irrelevant sensor signals. Services built on top of the data collected by wearable devices need to provide useful information in real-time calculations. That requires storage and processing of efficient (near) real-time data.

The extraction of parameters from the ECG signal is important, because the decision-making algorithm incorporates the evaluation of the ECG parameters. Recording the ECG signal at rest is an easy task. However, the records contain various origin noise during physical activity. Since storing the original signals takes too much space on a server [34], the parameter values may also be used as a compression of the ECG signal. This problem becomes important when the amount of the data increases. Future works will include methods to overcome the problem.

2. Related Works

Service-Oriented Architecture (SOA) systems for health monitoring are popular in health centres, clinics and smart home environments. These systems are used by elderly people, patients, sportsmen, etc. The most popular framework in a remote health monitoring system contains a three-tier architecture: a Wireless Body Area Network (WBAN), communication and networking system and a service layer. For instance, one of the suggestions was to use a system which contains wearable sensors to measure various physiological parameters, such as blood pressure and body temperature [6]. There are the health monitoring systems, utilizing similar cloud-based medical data storage. One of such systems [33] is used by doctors to access the stored data online using content service application. The electronic remote health monitoring systems sometimes can replace the conventional health care methods. However, integration of the Internet of Things (IoT) paradigm into these systems can further increase intelligence, flexibility and interoperability [31]. A device which utilizes the IoT is uniquely addressed and can be identified anytime and anywhere through the Internet. IoT-based devices in remote health monitoring systems can automatically connect and exchange the information with each other or with health institutes through the Internet. This allows to simplify the set-up and administration tasks significantly. In literature, there are some examples of the systems that can send automatic alarms to the nearest healthcare institute when supervised patient gets into critical accident [7]. In this paper, the proposed training system is also a type of health care system. In production, there is only one similar product, named QardioCore [29]. It evaluates the heart condition using ECG signal analysis and makes training intensity suggestions. Other products only evaluate the heart rate (HR). The heart rate (HR) is widely used to control workloads [15], but it does not reflect many other important physiological processes that ensure safety and effectiveness of physical activity. To personalize user health status, the monitoring system must efficiently process data of the sensors and visualize the holistic view (based on the complex systems theory [34]). Furthermore, the system should give feedback for the user about individualized intensity and duration of the training. The complexity of a signal (in a particular case, some characteristics of electrocardiogram (ECG) signal) may reflect human functional state and healthiness.

A variety of methods for the automated ECG analysis have been developed in the past few decades to simplify the monitoring task. The adaptive filtering [28], singular value decomposition (SVD) [12], independent component analysis (ICA) [37], neural networks [4], wavelet transform [14] are the most popular ones. However, almost all of these methods are not suitable for wearable sensors and real-time ECG filtering. Adaptive filtering and SVD methods are simple and fast in operations. Nevertheless, these methods fail if the data contain too much high and low frequency noise while the participant is moving. Wavelet transform and ICA methods are effective in eliminating the common ECG noises. However, both methods have high computational complexity, which is rather challenging to achieve in real-time ECG filtering. The methods with Neural Network algorithms require a lot of time for the ECG noise training and are not appropriate enough for individualized ECG filtering. In this paper, a Discrete Wavelet Transform (DWT) [8] method was selected for the high frequency noise reduction and the BEADS algorithm [26] for the trend removal.
3. Service-Oriented Architecture for ECG Monitoring

In this paper, the implementation of the minimal ECG monitoring system, which includes cloud-based ECG processing, was selected. It consists of the following functional units:

- A cardiograph device with its sensors, enabled to capture human state and provide information to a logging device located nearby;
- A logging device which collects information from the sensors and transmits it to a remote computer (server);
- A remote computer which receives, stores, analyses the data and provides feedback.

The implementation of these functional units and their relations are presented in Fig. 1. The arrows show the component usage relation.

Figure 1
Service-Oriented Architecture system components

The cardiograph node includes the cardiograph device and cardiograph sensors. The cardiograph acquires cardio signals using its sensors, converts them into digital data and transmits them to smartphone application using Bluetooth connection.

The logging device can be specially designed hardware and software or some general-purpose device which supports communication means required by cardiograph and remote computer. For this research, a smartphone has been chosen. Besides acting as a communication bridge between cardiograph and remote computer, the smartphone serves as the tool to provide feedback.

3.1. Services for ECG Monitoring System

The components of cloud-based services are described in this section, and it is the main part of the whole ECG system providing web services to store, analyse data and provide the results, influencing all the other components. Cloud services consist of several software components, which can be used as distributed resources to provide the scalability of the system.

3.2. Server-Side Software Architecture

The simulation of complex cyber-physical systems is often regarded as expensive [38] in terms of the computational power. Therefore, the system which, on one side, is flexible and does not require exceptional computer power to handle service requests and, on the other side, may be implemented using distributed computer resources or other calculation capability (e.g. supercomputer for parallel calculations), was designed.

A system deployment scheme is provided in Fig. 2.

Figure 2
A web service system deployment scheme

The system uses two different software components to provide services for the following client software:

- **ECG Service.** This software is communicating with the client's software to provide actual services, based on the Representational State Transfer (REST) implementation. It is used to provide services, but does not perform data analysis operations itself. The main functionalities of the service are to receive ECG data, call Data Analysis
Environment algorithms and provide the results of the ECG data analysis to the client’s software.

**Data Analysis Environment.** The software performs the analysis of the ECG data provided.

The system can run many parallel data analysis environment instances and control them. Therefore, the system is scalable, i.e. the overall performance of the system can be improved by assigning more computation resources.

Scalability is very important for the system, because it gives the possibility to control the load and effectively use the cloud computing resources. For example, more computing power can be acquired for the short periods of time, when the system is handling an increased number of simulation requests. Particularly, using the cloud computing, dynamic scalability becomes more attractive and practical because of the unlimited resource pool [16].

### 3.3. Data Analysis Environment

**Data Analysis Environment** (see Fig. 3) in the presented ECG monitoring system concept refers to a subsystem, consisting of MATLAB software and scripts, designed for the ECG parameter calculation. All the scripts are included in the package named *Analysis Scripts*. This package uses MATLAB libraries as well as some custom libraries, helping to implement BEADS algorithm. The *Analysis scripts* package includes the following functionalities: **Low Frequency Filter**, **High Frequency Filter**, and **Parameter Acquisition**.

**Figure 3**

A general overview of the Data Analysis Environment.

4. **The ECG Processing Algorithms**

The electrocardiogram (ECG) is a non-invasive measure of the cardiac electrical activity recorded by electrodes attached to the skin. Each heartbeat is an electrical impulse (“wave”) traveling through the heart [3]. Usually, ECG signals are taken in stationary condition and the transmission of ECG often introduces noise due to poor channel conditions [3]. Despite signal variability, the signal noise comes from many sources, such as power line interfaces, muscular artefacts, electrode contact noise, baseline wanderings due to respiration, instrumentation noise generated by electronic devices, etc. [13], [19].

The ECG signal for medical and diagnostic purposes must be free from undesired disturbances and noise. Our task is to analyse these signals when the person is moving and doing exercise. The electrodes are embedded into T-shirts in order to reduce the noise by direct contact with the body surface. The ECG signal should be sampled with frequency of below 500 Hz, otherwise, it is not suitable for implementation in portable device (mobile) systems due to high computational demands [19].

There are three main problems in the initial ECG signal data analysis:

- **Data trend removal.** The trend in the ECG signal is understandable as low frequency noise (baseline). The trend appears as the result of muscle movement during an ECG recording.
- **Noise reduction.** In this case, it is understandable as a high frequency filter. High frequency noise is the result of electric uncertainty recording to ECG signal.
- **Parameters calculation and data compression for the storage.**

#### 4.1. Data Filtering

The trend of the ECG signals is low when the person is not moving, and it could be removed by using low-order polynomial methods [2] or data could be subtracted from each time-series signal object. In this paper, the trend is considered as a low-frequency noise, which is not stationary or linear. It is assumed that noisy ECG data \( y(n) \) can be modeled as:

\[
y(n) = f(n) + x(n) + w(n), n = 0, \ldots, N - 1, \tag{1}
\]
where $f$ is a low-pass signal, $x$ is a sparse-derivative signal, and $w$ is a stationary white Gaussian noise [36]. For the data like $y(n)$, it is not suitable to use neither low-pass filtering, nor sparsity-based denoising methods. However, a combination of these two methods is found to be suitable [35].

The high-pass digital filter can be characterized by its transfer function which has the form:

$$H = H(z) = \frac{B(z)}{A(z)} = \frac{b_0 + b_1 z^{-1} + b_2 z^{-2} + \ldots + b_N z^{-N}}{1 + a_1 z^{-1} + a_2 z^{-2} + \ldots + a_N z^{-N}},$$

(2)

where the order of the filters is greater than $N$, [22]. The low pass filter $L$ can now be defined as:

$$L = I - H,$$

(3)

where $I$ is the identity matrix. The combined methods of conventional low-pass filtering and sparsity-based denoising are usually complex and require long lasting calculations. The Baseline Estimation and Denoising with Sparsity (BEADS) [26] algorithm is used for trend removal of the ECG signals in the system. The BEADS trend removal algorithm is based on data baseline (or low-frequency noise wave) detection and its removal.

This algorithm requires some definitions. The filters $L$ and $H$ were taken with zero-phase, non-causal and recursive. There are two specific parameters of the filter: its order $2d$ and its cutoff frequency $f_c$ [35], [26]. Moreover, by using the commutative property of Linear, Time-Invariant (LTI) systems, the filter $H$ is defined as

$$H = BA^{-1},$$

(4)

where $A$ and $B$ are the finite matrices and they are not exactly commutative [35], [26]. Furthermore, if $x = v$, the cost function can be defined as:

$$G(x, v) = \frac{1}{2} \|H(y - x)\|_2^2 + x^T \Gamma(x, r) + \sum_{i=0}^M \frac{1}{2} \lambda_i (D_i x)^T [A(D_i v)](D_i x) + c(v),$$

(5)

where $c(v)$ is a scalar that does not depend on $x$ and $\lambda_i \geq 0$ are regulation parameters, $D_i$ is the order-$i$ difference operator, $\Gamma(x, r)$ is a diagonal matrix that depends on asymmetric parameter $r$ [8]. Furthermore, depending on penalty function $\varphi$. For example, if $\varphi(x) = |x|$, then $[A(D_i v)] = \frac{1}{2} \text{sign}(D_i v)$ [35], [26]. The cost function $G(x, v)$ is needed in order to find the data baseline. Minimizing $G(x, v)$ with respect to the following solution:

$$x = (H^T H + \sum_{i=0}^M \lambda_i (D_i v)^T [A(D_i v)]D_i) \frac{1}{H^T H} H^T y = A Q^{-1} B^T B A^T y,$$

(7)

where $Q = B^T B + A^T \sum_{i=0}^M \lambda_i (D_i v)^T [A(D_i v)]D_i A$.

The T-shirts have five electrodes that are inserted into different places and three ECG leads are recorded from these electrodes. All recorded signals from the ECG registration device are sent as a data set to the smartphone. There are many different exercises that participant might perform, so the trend might also vary.

ECG simulator data were used for calculation verification to check if BEADS algorithm works fine. Each value of the signal is taken every 2 ms at 500 Hz frequency. The simulator generates 150 bpm sinusoids (pure ECG signal). The low and high frequency noise was added to the simulated electrocardiogram. The BEADS algorithm was compared with other algorithms (Butterworth filter [17], Fast Fourier Transform algorithm (FFT) [10] and Finite Impulse Response filter (FIR) [21]). In addition, random Gaussian values with scalar 10 (which means the signal-to-noise ratio per sample, dB) were enclosed as a high frequency noise and the sinusoid:

$$f(t) = 0.3 \cdot \sin(0.9 \cdot \pi \cdot t) + 0.001 \cdot \text{rand}$$

as a low frequency noise (trend). Here rand is random scalar values with standard normal distribution. The simulated ECG signal is presented in Fig. 4.

The BEADS algorithm has the asymmetry parameter which could vary. During analysis, it was noticed that the best value is from 1 to 6 due to low Root Mean Square Error (RMSE) values.

Furthermore, the 9-th order Butterworth filter [17] was selected for error comparison. The normalized
frequency may vary from 0 to 1. However, the values from 0 to 0.5 for low-pass filtering are taken. The RMSE was taken as a measurement to find the best frequency in the BEADS and Butterworth methods.

The results are presented in Table 1. The best frequency from the table is $f_c = 0.01$. The Butterworth filter causes small RMSE values. However, the BEADS algorithm is more accurate (Table 1).

**Table 1**
A comparison of BEADS and Butterworth

<table>
<thead>
<tr>
<th>$f_c$</th>
<th>RMSEBEADS</th>
<th>RMSEButterworth</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>0.02</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td>0.04</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>0.05</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>0.07</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>0.08</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>0.1</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>0.11</td>
<td>0.15</td>
<td>0.17</td>
</tr>
<tr>
<td>0.13</td>
<td>0.16</td>
<td>0.17</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>0.5</td>
<td>0.16</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Fig. 5 shows how the BEADS algorithm works when a person with a special T-shirt is walking. The asymmetry ratio $r = 2$, filter order $d = 1$, and filter cut-off frequency $f_c = 0.01$ are the values in this example. The BEADS algorithm works fine and the residuals (original data minus baseline minus baseline-corrected data) are low (see Fig. 5). However, the complexity is also important because the real-time results are necessary during the exercises.

**Figure 5**
The trend removal from the ECG signal using the BEADS algorithm: a) original signal; b) baseline (black) and original signal (grey); c) signal after the BEADS algorithm; d) residuals

**Figure 6**
Complexity of BEADS algorithm
The run-time of BEADS for N-point data is presented in Fig. 6. Sometimes the run time may reach as much as 30 s. The reason behind this variability is that BEADS calculates coefficients of the high-pass filter, while cost function (1.5) does not reach the desired low value. The inverse matrices (see (1.7)) are found during these calculations. In some cases, it is complex to calculate the inverse matrices and it requires more time. This causes the peaks, which can be seen in Fig. 6. The run-time average of 50 iterations (thicker line) shows that the complexity of the BEADS algorithm is linear.

The BEADS algorithm was used to reduce the low frequency noise (trend removal). The ECG signal also has a high frequency noise (as it was mentioned before) which was not reduced by the BEADS algorithm. Fast Fourier Transform (FFT) is one of the most popular methods to reduce high frequency noise. However, this technique fails to provide the information about exact location of frequency components in time [10]. The Discrete Wavelet Transform (DWT) algorithm was chosen for ECG signal analysis. The DWT algorithm is appropriate to be used for non-stationary signals (like ECG) because it decomposes the signal into a frequency time scale [13]. This method is based on wavelet transformation, in which copies of the main pattern (“mother wavelet”) are scaled and shifted [13]. Each analysing wavelet has its own time duration and time location [10]. The mother wavelet in DWT is discretized and can be written as follows:

$$\psi_{a,b}(x) = \frac{1}{\sqrt{a}} \psi \left( \frac{t-b}{a} \right)$$

(8)

where $b$ is a translation parameter of prototype wavelet $\psi(t)$, and $a$ is a scale parameter, obtained by means of dilation [14], [13].

The optimal wavelet function must be selected in order to achieve the best noise free signal. Furthermore, the best threshold selection rule and decomposition level should be found. The DWT algorithm has the following three steps [6], [5]:

- The DWT is applied on a noisy signal.
- The thresholding process is applied. The wavelet coefficients are filtered by throwing them away (resetting to zero) during this process. The idea of this thresholding process is based on an assumption that the noise is generated by small-value wavelet coefficients, while the large coefficients compose the actual signal.
- The remaining coefficients are back-converted in time domain (Inverse Discrete Wavelet Transform (IDWT)).

The DWT algorithm contains many arithmetic operations and requires a large memory storage. This is not desirable for real-time calculations. It is not practical to directly compute the DWT for the entire signal. That is why the three-level wavelet de-noising process [8] was used.

The same simulated data (see Fig. 4) were taken for the comparison of high-pass filters and parameter analysis. However, in this case, the data have no trend. It was removed in the previous step with the BEADS algorithm.

The right wavelet should be selected to find the best solution with the DWT algorithm. The Daubechies wavelets, based on the work of Ingrid Daubechies, are a family of orthogonal wavelets defining a discrete wavelet transform, [13]. Each wavelet type of this class has a scaling function generating an orthogonal multiresolution analysis. Each Daubechies wavelet generates different filtering coefficients.

The higher order leads to better errors but it requires long lasting calculations. If more calculations are required, the model might become insufficient for real time analysis. In this paper, 3400 data points were analysed to find the best wavelet. The RMSE was used to measure the accuracy of DWT with different wavelets (Table 2). The timing is important for real-time data analysis. For this purpose, the calculation time is presented in Table 2.

The DWT algorithm gives the optimal results with wavelets “db11” and “db12”: the RMSE values are similar with errors of higher order Daubechies coefficients. Further calculations reduce RMSE slightly. In addition, Daubechies wavelet with the higher order causes minor changes in duration time. However, as was mentioned before, the higher order of these coefficients makes the model more complex and that is undesirable for the real-time calculations. The “db11” will be used for the calculations below.
Table 2
The errors of the DWT algorithm and calculation time for different Daubechies wavelets

<table>
<thead>
<tr>
<th>Daubechies</th>
<th>RMSE</th>
<th>Duration, s</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘db5’</td>
<td>0.0579</td>
<td>0.4900</td>
</tr>
<tr>
<td>‘db6’</td>
<td>0.0574</td>
<td>0.6110</td>
</tr>
<tr>
<td>‘db7’</td>
<td>0.0570</td>
<td>0.8690</td>
</tr>
<tr>
<td>‘db8’</td>
<td>0.0568</td>
<td>0.9680</td>
</tr>
<tr>
<td>‘db9’</td>
<td>0.0564</td>
<td>0.7060</td>
</tr>
<tr>
<td>‘db10’</td>
<td>0.0562</td>
<td>0.7760</td>
</tr>
<tr>
<td>‘db11’</td>
<td>0.0559</td>
<td>0.8279</td>
</tr>
<tr>
<td>‘db12’</td>
<td>0.0561</td>
<td>0.6070</td>
</tr>
<tr>
<td>‘db13’</td>
<td>0.0558</td>
<td>1.0760</td>
</tr>
<tr>
<td>‘db14’</td>
<td>0.0561</td>
<td>1.7529</td>
</tr>
<tr>
<td>‘db15’</td>
<td>0.0558</td>
<td>0.7558</td>
</tr>
<tr>
<td>‘db16’</td>
<td>0.0557</td>
<td>1.1080</td>
</tr>
<tr>
<td>‘db17’</td>
<td>0.0555</td>
<td>0.5440</td>
</tr>
<tr>
<td>‘db18’</td>
<td>0.0555</td>
<td>0.7219</td>
</tr>
<tr>
<td>‘db19’</td>
<td>0.0555</td>
<td>0.8588</td>
</tr>
<tr>
<td>‘db20’</td>
<td>0.0555</td>
<td>0.6396</td>
</tr>
<tr>
<td>‘db21’</td>
<td>0.0555</td>
<td>0.6336</td>
</tr>
<tr>
<td>‘db22’</td>
<td>0.0555</td>
<td>0.7249</td>
</tr>
</tbody>
</table>

The DWT algorithm was compared with Butterworth to see which algorithm is more efficient. The DWT algorithm and Butterworth filter give different results. To compare which one was better, the RMSE values were calculated:

\[ \text{RMSE}_{\text{Butterworth}} = 0.1206, \]
\[ \text{RMSE}_{\text{DWT}} = 0.0559. \]

RMSE shows that the DWT algorithm reduces the noise better (with lower errors).

A DWT filtering example with real data (from Cardioscout multi ECG registering device) is shown in Fig. 7. The first graph shows the ECG data when the participant is walking (the trend is already removed), while the second part of this figure shows denoised data with DWT.

4.2. ECG Parameters Calculation

Automatic R-wave recognition is the first processing task of the ECG signal. Later, the QRS complex and other ECG parameters can be measured. The QRS complex (see Fig. 8) includes recognition of their position in time and time interval between them [23]. The QRS complex has the best ratio of signal/noise characteristics. The main detection algorithms of the QRS complex are based on the first or both first and second order derivative calculation for signal and digital filtering. Most of the time local extreme signal detection logic has additional rules that can be applied to reduce the number of false crawls. Wavelet transform [20], filter banks [1], neural networks, adaptive filters, Hidden Markov Models (HMM), mathematical morphology operators, genetic algorithms, Hilbert, length and energy transformations, syntactic methods, MODB algorithms (based on several signal values of derivative product) [23] can also be used for QRS detection. Most of these methods require substantial computing resources, have a big delay, are sensitive to noise and sudden signal change [9], so the commonly used algorithm remains the Pan-Tomkinson algorithm [27] based on the calculation of derivatives.

As was mentioned before, the ECG is used to measure the heart rate and regularity of heartbeats. It shows
the size and position of chambers. Heart diseases or damages could also be detected [3] from ECG. The ECG signal has a distinct and characteristic shape which is given in Fig. 8.

The purpose of this part of the ECG processing is to find P and T waves, QRS complex, AST and DJT parameters (see Fig. 8). Their calculation is based on the contraction of the left and right atria. Heart diseases or damages could also be detected [3] from ECG. The ECG signal has a distinct and characteristic shape which is given in Fig. 8.

The purpose of this part of the ECG processing is to find P and T waves, QRS complex, AST and DJT parameters (see Fig. 8). Their calculation is based on local extrema and twist points search in RR interval. These parameters will be used in future works to design the decision-making algorithm. The following parameters were chosen by recommendations of sport's medicine specialists:

- The P wave appears because of the contraction in the left and right atria. This wave may be even absent from some ECG recordings [24]. The normal shape of a P wave does not include any peaks. Furthermore, it can be positive, negative or biphasic [25].

- The QRS complex duration is necessary for the many medical instruments. This complex is made by the contraction of the left and right ventricles. Q, R, and S waves involve more muscle mass and are stronger than the P waves. That is why they have larger fluctuation in the graph [10], [30].

- The T wave is necessary for a variety of diagnostic tasks (acute coronary syndrome, acute myocardial infarction, and potentially fatal arrhythmias). This wave is caused by the repolarization of the ventricles [10], [11].

- The JT duration (DJT) reflects the metabolism of the heart. However, when the QRS duration is increased (which contributes to QT prolongation), it has been proposed that the JT interval duration is a more appropriate measure of ventricular repolarization than the QT duration.

- The ST segment represents the interval between ventricular depolarization and repolarization. This segment in the first stage is the flat, isoelectric section of the ECG between the end of S wave (the J point) and the beginning of the T wave. Myocardial ischaemia, or infarction, is the most important cause of the ST segment abnormality (elevation or depression). This parameter is noted as AST in Fig. 8 [10].

All calculations during the parameter search in Fig. 9 were executed with detrended and high-pass filtered data. In some cases, it is difficult to find the parameters because small parts of the data may still contain noise. These values are taken as average from three previous parameter values.

The effective ECG signal compression demand is quite high, assuming the fact that every year millions of electrocardiograms are recorded and remote transmission that uses the network grows. Effective data compression is needed in many practical applications: ECG data storage, ambulatory monitoring systems, ECG data transmission network. The data compression techniques are divided into those containing compressed data with reconstructed into the original signal and the methods with higher compression ratio achieved by allowing certain errors in reconstructing the signal [32]. The efficiency of the ECG signal
5. Performance of the Cloud-Based Solution

The calculation of the ECG parameters is a resource intensive task. It is necessary to evaluate the performance of the solution to see if it can be applied practically. Two experiments were performed to see how the system handles the load.

The Amazon cloud computing services were used with preconfigured four machines in the experiments. Each machine contained one virtual CPU (Intel Xeon CPU E5-2676 v3, single core, 2.40 GHz), and 1GB memory. The load balancing mechanism is provided by the Amazon services. The Apache JMeter tool was used for the experiments.

The JMeter tool was set up to create thread group with ramp-up period equal to 10 s and duration set to 180 s.

The number of threads (users) was increased from 10 to 400 with step 10. Each request was sending 42.5 kilobytes. Requests were delayed with constant timer, which was set to 10000 ms. The average response time was calculated from interval [60s; 120s]. This interval was chosen, because the system must have become stable before calculating average response time. A straightforward approach was used in the first experiment – the requests were generated continuously, increasing the amount of the requests per second, until the system starts degrading. The results are pro-
vided in Fig. 10. It shows that the solution, distributed on 4 machines (with given hardware specifications) can handle up to 16 requests per second. The system degrades with bigger load and becomes unusable. To determine how many users are needed to produce the desired requests per second (RPS), the following formula can be used:

\[
\text{Users} = \frac{\text{RPS} \times \text{Average Response Time}}{1000}
\]  

(9)

This metric allows to see how the system performs on stress loads; it does not show how many users our system can handle when implementing our use case. In our use case, each user sends a request every 10 seconds. Therefore, this behaviour was simulated using the Apache JMeter tool. The results are provided in Fig. 11. It shows that the solution, distributed on 4 machines (4 instances) can handle up to 170 users without degrading behaviour. The system degrades linearly with bigger number of users.

6. Conclusions

Medical systems are increasingly being implemented as cloud-based services to use the benefits of cloud computing. Our task was to study the effectiveness of cloud-based solution designed for near real-time ECG signal analysis to replace legacy systems. For that purpose, a system, which includes service-oriented architecture solution as well as algorithms for the ECG signal analysis, was created.

The study of the implemented algorithms shows that:
- The BEADS algorithm with normalized frequency \( f_c = 0.01 \) and asymmetry \( r \) from 1 to 6 is the best trend removal method for analysed ECG signal.
- The DWT algorithm was selected for ECG signal noise reduction. The best results were found with Daubechies wavelet ‘db11’ and they caused just 0.0559 RMSE error.

The study of the cloud-based solution shows that:
- The performance of the proposed cloud-based solution with four dedicated virtual machines allows serving approximately 250 concurrent users for the given use case.
- The efficiency is sufficient for the most use cases, although the improvement on architectural and algorithm levels is needed.

The future works will contain data compression, automated health evaluation and training methodology system using decision making algorithms.
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Summary / Santrauka

This paper introduces a distributed service-oriented system, which is developed to provide ECG (electrocardiogram) monitoring, analysis and storage services. The Service-Oriented Architecture system design is introduced for ECG signal transmission and processing. The implementation of cloud-based web-services and overall system architecture is described. The presented system includes a T-shirt with five electrodes intended for the acquisition of the signal. The ECG data for the experiment were recorded while the participant was moving. The signal replicates real conditions and the ECG data contain different high and low frequency noise. Therefore, this paper includes analysis of data filtering methods, model selection and ECG parameter calculation algorithms. The DWT algorithm was selected for the high frequency noise reduction and the BEADS method was used for trend removal. It was experimentally identified that these algorithms are effective and can be used in the system under development. The tests covering overall system were performed on an Amazon cloud computing infrastructure. The results are presented together with a discussion of various constraints of service-oriented performance.