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Facial expression analysis is one of the most essential tools for behavior interpretation and emotion model-
ing in Intelligent Human-Computer Interaction (HCI). Although humans can easily interpret facial emotions, 
computers have great difficulty doing so. Analyzing changes and deformations in the face is one of the methods 
through which machines can interpret facial expressions. However, maintaining great precision while being 
accurate, stable, and quick is still challenging in this field. This research presents an innovative and novel meth-
od to fully automatically extract critical features from a face during a facial expression to address this issue.  
Various machine learning models are used on these features to analyze emotions. We used the optical flow al-
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gorithm to extract motion vectors divided into sections on the subject’s face. Finally, we calculate a new vector 
using each section and its symmetric section. The final features produce a state-of-the-art accuracy of over 
98% in emotion classification in the Extended Cohen-Kanade (CK+) facial expression dataset. Furthermore, 
we proposed an algorithm to filter the most important features with an SVM classifier and achieved an accura-
cy of over 97 % by only looking at 15% of the face area.
KEYWORDS: Facial Expression Recognition, Optical Flow Algorithm, Feature Extraction, Emotion Recogni-
tion, Extended Cohen-Kanade (CK+) Dataset.

1. Introduction
Facial expression recognition (FER) systems play a 
significant role in machine interaction and perceiving 
human intentions in any social interaction between 
humans and machines, where emotion recognition 
is essential. To better understand humans’ underly-
ing thoughts and emotions in different situations, it is 
necessary to recognize human facial expressions [30], 
incl. in education for identifying the students’ emo-
tions during online learning sessions and help teachers 
change their teaching strategies in virtual learning en-
vironments and engage students [7, 33, 49, 58]. 
Although FER is very easy and intrinsic for humans, 
and some pieces of evidence show humans can eas-
ily recognize emotion even from different cultures 
[51], it is a very tough task for machines. Many FER 
systems are designed with vast methods to satisfy 
such a need. However, FER is still desirable in many 
fields of machine learning and computer vision be-
cause of the many challenges machines face for FER. 
The research in this field is focused on two main ap-
proaches. The first approach is to design techniques 
to extract or build dense information feature vectors 
and, simultaneously, very brief in dimensions. The 
second approach assumes designing machine learn-
ing models that leverage such extracted features for 
FER with the most accuracy possible in the least time 
and computation power. Because the FER Classifier 
is highly dependent on extracted features, its com-
putation intensity and reaction time are dictated by 
architecture and the dimensions of its input features. 
Many recent research in the field focused on analyz-
ing the importance of designing elegant and rich fea-
tures; for example, Zamir et al. [46] investigated the 
areas of interest in the face used by classifiers such 
as C5.0, CRT, QUEST, CHAID, Deep Learning, and 
Discriminant algorithms, and concluded the eyes and 
mouth are the most influential parts. Nguyen et al. 

[39] explored the patterns of emotional regulation in 
collaborative learning, used Artificial Intelligence to 
examine learners’ associated emotions and emotion-
al synchrony in regulatory activities, and proposed an 
approach to provide empirical evidence on the appli-
cation of technologies in assessing emotional regula-
tion in synchronous computer-support collaborative 
learning. 
Generally, facial expressions are one of the most es-
sential components to investigate human emotions in 
Human-Computer Interaction (HCI) systems. Stud-
ies have demonstrated that most human communica-
tion uses facial matter [24, 51]. Thus, in such systems, 
a camera captures the human face. Researchers used 
various techniques such as Gabor filters, local bina-
ry patterns (LBP), convolutional neural networks 
(CNN), and histogram of oriented gradients (HOGs) 
to analyze the captured video [6, 44] or image [45] for 
interpreting extreme and subtle [26, 45] emotions.
Despite the solutions proposed by researchers, main-
taining high accuracy while being quick and sponta-
neous is still a challenging task. As a result, the need 
for heavy computation and processing delays in some 
high-accuracy models became problematic, render-
ing them useless for some real-time applications that 
require instant processing. 
In this research, we will offer a new feature extraction 
method based on motion vectors on the face area for 
extracting essential characteristics from facial tissue 
deformations during a facial expression sequence. 
This paper focused on designing a novel feature set 
that may generalize the model with fewer dimen-
sions. We have analyzed how the symmetricity of the 
human face can lead to the design of symmetric fea-
tures for both left and right parts of the face without 
losing meaningful information in prediction but with 
improvement in dimensionality reduction, which will 



Information Technology and Control 2025/1/5446

be translated to get faster at the time of classification.
The main contributions of this study are as follows:
 _ Proposed a new feature extraction method based 

on the symmetricity of the face to extract the 
underlying facial information for face expression 
detection.

 _ The proposed approach attained an accuracy 
exceeding 98% on the CK+ dataset [29], surpassing 
the previous state-of-the-art method by a margin 
of 3%.

 _ This study introduces a feature selection technique 
capable of preserving the model’s accuracy above 
97%, leveraging only 15% of the facial area.

 _ Employing an optical flow algorithm to utilize 
sequence data of facial expression results in robust 
performance.

 _ Achieving a low latency of 36ms in Deep Models 
And as low as 0.2ms for SVM models during the 
classification phase, exhibiting the effectiveness 
of the proposed feature processing method in real-
world applications.

 _ High generalization because of innovative face 
segmentation method and proposed symmetric 
merge of vectors.

 _ Two different approaches followed for the data 
preparation for time-series and non-time-series 
models.

The subsequent sections of this paper are structured 
as follows. Section 2 delves into an extensive review 
of relevant literature, contextualizing our proposed 
objective within the broader landscape of existing re-
search. Section 3 elucidates the methodology of our 
proposed approach, delineating the steps encompass-
ing preprocessing and feature extraction, training 
procedures, and classification strategies. In Section 4, 
we present a thorough analysis of our results, accom-
panied by insightful discussions, where we not only 
showcase classification outcomes but also unveil the 
underlying importance of features. Finally, Section 5 
encapsulates our contributions, synthesizing key in-
sights, and charting a course for future research en-
deavors, thereby enriching the discourse within the 
domain. Additionally, the appendices at the paper’s 
denouement furnish supplementary materials in-
cluding confusion matrices, detailed model configu-
rations, and elucidating pseudo-codes.

2. Related Work
This section presents the detailed literature work 
carried out in the research domain. The methods fol-
lowed by the researchers for facial expression recog-
nition (FER) can be broadly classified into two ways. 
The first is computing new features to be used by clas-
sification models, and the second is designing and us-
ing new types of classification models (deep learning) 
to improve FER, which is discussed in the subsequent 
two subsections.

2.1. Different Feature Extraction Schemes
Most of the literature aimed to design new features 
from pictures of faces to exhale recognition by fea-
ture engineering. And they proved that these hand-
crafted features are good at improving the accuracy 
of FER. Zhang et al. [57] proposed a pose deduction 
by nose position in the picture, which was more of a 
preprocessing approach than feature extraction, but 
the results were comparable. Ji and Idrissi [22] pro-
posed a new image normalization method to make 
images invariant to illumination and reduce noise to 
some degree. Another method was proposed based 
on histogram equalization to overcome illumination 
variations [12]. In 2008, Ahmad  et al. [38] intro-
duced a facial expression method based on optical 
flow that outperformed the methods until then. They 
used principal component analysis (PCA) on the op-
tical flow of face shots. Their method is validated on 
the “Cohn-Kanade AU-Coded” dataset and achieved 
an accuracy of 94% for all frames of each face and 
83% for using only the last frame of the face. Despite 
their better results, the method was time-consum-
ing because of using optical flow on all frames and 
all parts of the face. However, optical flow is wide-
ly used along with many models. Recently, the work 
in [5] showed that leveraging optical flow to create 
consistent optical flow maps attained 93.17% and 
95.34% accuracy for the CK+ dataset and 65.35% for 
CASME2 datasets, respectively. Another method 
[46] used data mining to analyze facial expression 
by computing a new feature set named motion vec-
tor based on optical flow. The other exploited feature 
is the local binary pattern (LBP) [18], which is a tex-
ture descriptor for images. The work in [2] used the 
LBP features to feed SVM and get 87% accuracy for 
the JAFFE dataset and 77% for the MUFE datasets, 



47Information Technology and Control 2025/1/54

respectively. Although LBP is an old texture descrip-
tor, many researchers used it and proved its efficacy 
in FER. Happy and Routray [18]  explored the LBP 
along with PHOG and obtained 94% accuracy for 
the JAFFE dataset. Saurav et al. [48] investigated 
LBP features with a few other texture descriptors. 
Besides, there are many other explored features for 
FER. Vasanth et al. [52] used a Gabor filter with the 
LBP feature and tried to do classification using SVM. 
HOG is another texture descriptor made by a gradi-
ent filter on the edges. Xu et al. [55] gained 92% accu-
racy on the CK dataset using these Gabor filters and 
HOG features.
Some work incorporated feature extraction on facial 
area for other objectives such as facial beauty as-
sessment [53, 3] and face recognition [25], the sym-
metry of the face was also primarily utilized in some 
of them [53].

2.2. Classification Models

The further important aspect of FER is choosing the 
appropriate classification algorithm. This section 
presents the literature that used various supervised 
machine-learning algorithms.
As facial expression is a classification problem, many 
classifiers have been used in the literature. Muid et 
al. [37] developed a fuzzy logic-based method for FER. 
The approach achieved an accuracy of 81.22 %. Lilia-
na et al. proposed another fuzzy-based-FER, which 
got 90% accuracy on the Cohn–Kanade dataset. Rahul 
et al. [43] explored various parameters of the SVM, 
and the simulations were validated on the JAFFE da-
taset and obtained an accuracy of 87 % and 77 % on 
the MUFE dataset. Rahul et al. [43] presented an FER 
using a probabilistic machine learning model, name-
ly, hidden Markov models with Gabor filter-based 
features and obtained 88% accuracy. Furthermore, a 
few methods also utilized clustering algorithms for 
FER. It is an unsupervised approach. Bashyal et al. 
[8] proposed a FER method based on learning vector 
quantization (LVQ), a clustering approach. Another 
popular set of models is from tree structures. Noh et 
al. [40] used a simple ID3 classification tree algorithm 
on the JAFFE dataset and showed an accuracy of 75 
%. Salmam et al. [47] used a simple Classification and 
Regression Tree (CART) model and reported an accu-
racy of 89.9% on the JAFFE dataset. 

The major limitation of using formal machine learn-
ing (ML) models is the requirement for handcrafted 
features. An insignificant or large set of features can 
diminish the effectiveness of the ML model’s perfor-
mance. The best alternative to this problem is related 
to the utilization of deep learning (DL) models. They 
are showing their robustness in several fields. The 
main advantage of the DL models is their capacity to 
generate various feature maps (higher and lower lev-
els) from the input without even knowing them. It will 
reduce the researchers’ hard work for the best features 
manually searching.   Qin et al. [42] proposed Gabor 
filters and wavelet transform with a 2-channel and 
Convolutional Neural Networks (CNNs) based meth-
od for FER and achieved 96.81% accuracy for the CK+ 
dataset. Recently, Pyramid-based DL models have 
gained a lot of attention. Mahersia and Hamrouni [31] 
implemented a FER method using multiple steera-
ble filters and Bayesian regularization with Steerable 
pyramids. The method achieved an accuracy of 95.73 
%.  An LSTM and recurrent models have been one of 
the logical choices to process sequence data like facial 
expressions, which consist of sequences of images.   
Yu et al. [56] used nested LSTM models by exploiting 
convolutional layers for FER. The recent popular DL 
methods are attention-based networks. Fernandez 
et al. [17] proposed a FER method based on the at-
tention model with Gaussian space representation 
to learn multi-level features and got 90.3 % accuracy 
on the CK+ dataset. Minaee et al. [36] also employed 
this attention mechanism for FER. Alenazy et al. [4] 
proposed a hybrid method using deep belief networks 
and GSA to optimize the DBN network to achieve a 
precise result of facial expression classification. De-
spite the advantages of the DL algorithms, they also 
suffer from a few shortcomings, such as overfitting 
and generalization.
Roshanzamir et al. [46] utilized data mining methods 
to automatically recognize facial expressions in the 
Cohen-Kanade facial expression dataset. The meth-
ods employed included deep learning, support vector 
machine, and C5.0. In addition, they examined the fa-
cial changes that occur during an expression, which 
are captured as motion vectors. These vectors are 
then utilized for expression analysis using the spec-
ified data mining methods. The findings indicate that 
deep learning outperforms other algorithms with an 
accuracy rate of 95.3%. 
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3. Proposed Method
The method used for feature extraction is crucial. As 
was already mentioned, there are various approaches. 
A good feature extraction method must have stability, 
accuracy, speed, and versatility, all of which have been 
difficult to achieve up to this point. The proposed ap-
proach for this work, designed to meet these criteria, 
is visually represented in Figure 1. 

Figure 1
Schematic representation of the overall methodology used 
in our work
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following sections, and the evaluation results will 
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This section outlines the pre-processing steps we 
took to improve data quality before applying our 
feature extraction techniques. Specifically, we 
employed two pre-processing methods: high pass 
addition and face boundary and nose tip detection. 
We used high pass addition to the facial expression 
image sequence to emphasize skin texture, 
enabling the optical flow algorithm for better 
tracking of deformations in facial muscles. 
Additionally, we utilized face boundary and nose 
tip detection to accurately locate the face boundary 
and nose tip positions, which were necessary for 
segmenting the facial area in the feature extraction 
phase. 

High Pass Addition 

To analyze deformations in the subject face area, we 
decided to use the optical flow algorithm and 
extract pixel-wise motion vectors in the facial 
expression sequence. 

As the optical flow method is used to assess 
deformation on the face area, emphasizing the skin 
texture may considerably improve the algorithm's 

accuracy and resilience. 

Based on some previous works [50], it has 
been shown that using the high-pass filter can 
emphasize textures in an image. Therefore, in 
our study, we used the high-pass filter 
addition on each frame of the expression 
sequence. This approach enhances the optical 
flow algorithm's ability to analyze 
deformations in the subject's face area and to 
improve the accuracy of pixel-wise motion 
vector extraction. 

Specifically, we used the high-pass filter to 
isolate the high-frequency components of 
each frame, which primarily correspond to 
skin texture. We then combined the results 
from the filtering with the original frames to 
produce a new sequence that better highlights 
the skin texture. Figure 2 illustrates this effect, 
where a high-pass filter has been applied to an 
original image, resulting in an enhanced facial 
texture.  
Figure 2. Example of the effect of high-pass filter 
addition on facial texture enhancement. The image 
on the right is generated by applying a high-pass 
filter to the original image on the left. 
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Face  boundary and nose tip detection
Our technique is based on a novel facial area segmen-
tation. The face boundary and position of the tip of 
the nose should be specified to define the segments on 
the subject face. Since there are many powerful meth-
ods for automatic facial boundary detection, it is not 
the focus of our work. To achieve this purpose in our 
experiments, we employed a pre-trained boundary 
detector model and extracted the nose tip position by 
the provided landmarks in the dataset.

3.2. Feature Extraction
Figure 3 depicts the steps for the feature extraction 
method.

Figure 3
An overview of the different feature extraction stages 
utilized in our work

Apply FarneBack Optical Flow
Optical flow is a computer vision technique that es-
timates the apparent motion of objects in a sequence 
of images or video frames. The concept was first in-
troduced by Gibson [32] in the 1950s and later devel-
oped by Horn and Schunck in the 1980s [21]. It quan-
tifies the displacement of pixels between consecutive 
frames, providing a dense motion field that represents 
the movement of the scene’s objects. This informa-
tion is useful, especially in various applications, such 
as video compression, motion analysis, and facial ex-
pression recognition.
The Farneback method, proposed by Farneback in 
2003 [16], is an efficient algorithm for estimating 
optical flow based on the idea of approximating the 
neighborhood of each pixel in the image sequence 
by quadratic polynomials. By analyzing these poly-
nomials, the Farneback method can compute the 
displacement fields that describe the motion be-
tween frames.

The core of optical flow estimation lies in solving 
the optical flow equation. Given an image sequence 

 where there are spatial coordinates and 
time, the optical flow equation can be written as:
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in the  and  directions, respectively, and  is 
the time difference between frames. 

The optical flow equation can be linearized using 
the Taylor series expansion and assuming small 
displacements, which leads to the following 
equation: 
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In this equation,  and  are the image gradients 
in the  and  directions, and  and  are the 
components of the optical flow vector 
(displacement) in the  and  directions, 
respectively. It represents the brightness constancy 
constraint, which assumes that the pixel intensity 
remains constant during motion. 

The Farneback method solves the optical flow 
equation by constructing a set of quadratic 
polynomials that approximate the image 

sequence's intensity function. The polynomial 
expansion enables the algorithm to accurately 
represent motion on different scales, thus 
providing a robust optical flow estimation. 
Then, the method employs a hierarchical 
approach, computing the optical flow at 
multiple resolutions and iteratively refining 
the estimates at each level. 

We applied the optical flow Farneback 
algorithm on a facial expression sequence to 
create a motion vector sequence, as 
demonstrated in Figure 4. 

Figure 4. A diagram showing how optical flow is 
applied on facial expression sequence frames to 
build a motion vector sequence. 

 
 

The optical flow algorithm is applied to the 
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Figure 5. An example of Facial Area Segmentation 
and Grid Configuration. 
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The optical flow algorithm is applied to the entire 
frame border to simplify our solution. However, to 
enhance computing efficiency, it is feasible to use it 
simply on the detected face boundary or on some ar-
eas of the face, which we will define in the following 
section.

Face Segmentation
To improve generalization and minimize computa-
tional complexity, we need to take an average of mo-
tion vectors on the face to perform an innovative fa-
cial segmentation method to define areas on the face, 
which we will use to extract a mean vector by averag-
ing motion vectors in them.
As illustrated in Figure 5, the face area is first divided 
into sections regarding the nose tip position. Then, 
the upper sections are converted to a grid of 8x8 and 
the bottom sections to a 7x7 grid. These are hyper-
parameters, and in our tests, they produced the best 
outcomes.

Figure 5
An example of Facial Area Segmentation and Grid 
Configuration

Figure 6
An example of Facial Area 
Segmentation and Grid 
Configuration

We assign indices to seg-
ments from Top left to 
bottom right in the left 
area first and then in the 
right area. Figure 6 pro-
vides an example of how 
we assigned indices to 
them (since it was hard 
to visualize numbers in 
8x8 grids, in this exam-
ple, we used 2x3 grids for 
the upper area, and 2x2 
grids for the lower area):

Since we have the same grids on the left and right of 
the face area, every section in the left area has a sym-
metric segment in the right area. 
Equation (3) shows how we mapped every segment in 
the left part to its symmetric section in the right

(3)

The formula utilizes the input index  to map a section 
to a symmetric section.  and  are the to-
tal number of sections in the upper and lower half of 
the grid, respectively, and  and  are the num-
ber of columns in the upper and lower half of the grid, 
respectively. The  symbol is used to calculate the re-
mainder after division.          
The pseudo-code of the function is provided in Ap-
pendix A. 

Extract Deformations and Symmetric merge
In this step, a mean vector in each segment will be cal-
culated by averaging over all motion vectors extracted 
in that section area. 

, (4)

where  is the mean motion vector in segment ,  
refers to the number of motion vectors in segment  and 

 is the motion vector with index  in segment .
To standardize our features and eliminate any noise, 
we combined the final vectors of each symmetrical 
pair of facial sections. This approach gives the sense 
that facial structures are usually symmetrical, and 
most facial expressions occur in a horizontal sym-
metrical pattern. The formula we used for this pro-
cess is as follows:

. (5)

In this equation, we subtract the first component of 
the vectors, which corresponds to the X-axis in mo-
tion vectors, and add the second component, which 
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represents the Y-axis. After that, we normalize these 
results by multiplying them by ½. We chose to subtract 
the X-axis components because the face’s horizontal 
symmetry implies that the motion vectors in each sec-
tion are likely to move in the opposite direction to their 
symmetrical counterparts. Subtracting these values 
helps to prevent them from cancelling each other out.

3.3. Data Preparation
This section outlines the steps we took to prepare our 
data for use in our models. Specifically, we provide 
two distinct methods for data preparation, one for 
time-series models and the other for non-time-se-
ries models. We employed resampling techniques for 
time-series models to ensure that our data was uni-
formly distributed across time. For non-time-series 
models, we utilized averaging techniques to summa-
rize the features of our data. 

Resampling
Before going to train models by the features  extracted 
from dataset samples, we have to perform some nor-
malization techniques.
Since facial expression samples in the CK+ dataset 
have different lengths, we need to perform a resam-
pling technique to make them the same length and 
train time-series-based models.
In the resampling method we’re using, we employ a 
technique known as linear interpolation. The com-
plete formula for this resampling approach can be ex-
pressed as follows:

(6)

, (7)

where  represents the desired number of samples, 
 is the resampled signal,  stands for the initial se-

quence of the signal, and  is the length of this orig-
inal sequence.

Averaging
On the other hand, for non-time-series models, we 
used an averaging method as below:

, (8)

where  stands for the initial sequence of the signal, 
and  is the length of this original sequence.

3.4.  Data Split
In the data split phase of our work, we employed a 
technique known as k-fold cross-validation (KCV) 
[14] to effectively split the dataset into multiple par-
titions for training and validation purposes. K-fold 
cross-validation is a widely used resampling method 
that aims to reduce the risk of overfitting and improve 
the accuracy of a model’s generalization ability. As il-
lustrated in Figure 7, it does so by dividing the dataset 
into k equally sized subsets or “folds” and then using 
each of these folds as a validation set while training 
the model on the remaining k-1 folds. This process 
is repeated k times, and the model’s performance is 
evaluated using the average of the accuracy scores ob-
tained from each iteration.

Figure 7
Illustration of k-fold cross-validation for evaluating model 
performance

In our work, we opted for a 5-fold cross-validation 
approach, which involved partitioning the dataset 
into five distinct folds. We trained the model with 
four from these folds and validated the remaining one 
during each iteration. The overall performance of our 
model was assessed by averaging the accuracy scores 
from each of the five iterations. 

3.5. Model Selection
We used different model types to evaluate our work. 
Support Vector Machine (SVM), Random Forest (RF), 
XGBoost, Feed-Forward Neural Network (FNN), and 
an ensemble model with SVM estimators were used 
for non-time-series and Long Short-Term Memory 
(LSTM) network for time-series data. We assessed 
our approach using both traditional and deep learn-
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ing models. While contemporary deep models strive 
for superior performance, their significantly higher 
computational complexity is acknowledged. By eval-
uating our method with classical models, we demon-
strate its capability to deliver strong performance on 
resource-constrained hardware and real-time appli-
cations, emphasizing its practical utility across di-
verse computing environments.

Support Vector Machines
Support Vector Machines (SVMs) are supervised 
learning algorithms for classification, regression, and 
outlier detection. The optimization problem for lin-
early separable data can be formulated as:

, (9)

where  is the th input vector,  is its associated bi-
nary label,  is the weight vector of the hyperplane, 

 is the bias term, and  is the number of training ex-
amples.
SVMs are a powerful and flexible machine learning 
algorithm that has been widely used in various appli-
cations [11].

Random Forest
Random forest (RF) is a powerful and versatile en-
semble learning method for classification and regres-
sion tasks. It was first introduced by Breiman in 2001 
[9] and has since gained widespread popularity due to 
its robustness, simplicity, and ability to handle large 
datasets with a high number of features.
The main idea behind random forest is to build a col-
lection of decision trees and combine their predic-
tions to produce a more accurate and stable output. 
Each decision tree is grown using a random subset 
of the training data, and at each node of the tree, a 
random subset of features is considered for splitting. 
This randomization strategy helps reduce the cor-
relation between individual trees, which in turn re-
duces the overall variance of the model [27].
One of the key advantages of random forest is their 
ability to provide an estimate of feature importance. 
For each tree, the importance of a feature can be com-
puted as the total decrease in impurity (e.g., Gini in-
dex or entropy) that results from all the splits on that 
feature, averaged across all trees in the forest [19].

Formally, the Gini impurity for a node can be calcu-
lated as:

, (10)

where  is the proportion of samples belonging to the 
class  in the node, and  is the total number of classes.

XGBoost
XGBoost [10], short for Extreme Gradient Boosting, 
is a powerful machine learning algorithm known for 
its exceptional performance in various predictive 
modeling tasks. It is an ensemble learning method 
that combines the predictions of multiple weak de-
cision trees to create a strong predictive model. XG-
Boost utilizes a gradient boosting framework, which 
iteratively builds new decision trees to correct the 
mistakes of previous trees. It incorporates a range of 
advanced techniques, such as regularization, parallel 
processing, and tree pruning, to enhance its predic-
tive accuracy and generalization capabilities. Due to 
its effectiveness and versatility, XGBoost has become 
a popular choice for various applications, including 
classification, regression, and ranking problems. 

Ensemble Learning
Ensemble learning is a machine learning technique 
combining multiple models to improve predictive per-
formance. It helps reduce overfitting, increase robust-
ness, and has been successful in various applications. 
A famous example of ensemble learning is the Random 
Forest algorithm, which combines multiple decision 
trees to create a more accurate predictor [13]. 

Feed-Forward Neural Network
A Feed Forward Neural Network (FNN), also known 
as a multilayer perceptron, is a fundamental type of 
artificial neural network. It consists of an input layer, 
one or more hidden layers, and an output layer. In an 
FNN, information flows in a straight direction from 
the input layer through the hidden layers to the out-
put layer without any loops or feedback connections. 
Each neuron in the network receives inputs, performs 
a weighted sum of those inputs, applies an activation 
function, and passes the result as output to the next 
layer. The hidden layers in an FNN allow for complex 
nonlinear transformations, enabling the network 
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to learn and represent intricate relationships in the 
data. FNNs are extensively used in various machine 
learning tasks, including classification, regression, 
and pattern recognition, owing to their ability to mod-
el complex data relationships. The configuration that 
we used for this model is provided in Appendix B.

Long Short-Term Memory (LSTM)
Long Short-Term Memory (LSTM) is a recurrent neu-
ral network architecture designed to overcome the 
vanishing gradient problem and effectively handle 
long-term dependencies in sequence data. It introduc-
es a memory cell and gating mechanisms to allow or 
prevent information flow through the cell. LSTMs have 
been successfully applied to various tasks involving 
sequence data. The original paper by Hochreiter and 
Schmidhuber (1997) provides a detailed description of 
LSTM architecture and its performance on different 
benchmarks [20]. The configuration that we used for 
this model is provided in Appendix B.

3.6. Reducing Feature Dimensionality

To maximize the computational efficiency of our 
work, we decided to select the most significant fea-
tures.
To do that, we used a measure of feature importance 
calculated during the training of the random forest 
model. Random forests are a tree-based model used 
commonly for non-linear data regression and classi-
fication. During training, the model calculates feature 
importance scores based on a selected criterion, such 
as the ‘gini’ criteria. We selected the top 15% of fea-
tures with the highest importance scores as the most 
significant features for our analysis.
The Results section provides the results obtained 
with all selected features. We found that the perfor-
mance of models with the selected features was near 
optimal and comparable to the performance of mod-
els with all features. This finding suggests that the se-
lected features contain most of the relevant informa-
tion needed for accurate predictions while reducing 
the computational cost and complexity of the model.

3.7. Environment Setup

The hardware and software specifications for the ex-
perimental setup are as follows:
Memory: 13GB RAM, 16GB GPU

GPU: NVIDIA Tesla P100
CPU: Intel(R) Xeon(R) CPU @ 2.00GHz
For the implementation of deep learning models, we 
utilized the TensorFlow framework [1] and employed 
the Adam optimizer [23]. In contrast, the other mod-
els in this study were implemented using the scikit-
learn library [41]. This experimental environment 
provided the necessary computational resources and 
tools to effectively test and evaluate our proposed fea-
ture extraction technique for facial expression classi-
fication.

3.7. CK+ Dataset

The Cohn-Kanade Extended (CK+) dataset is a wide-
ly recognized benchmark dataset in the field of facial 
expression analysis. It comprises a comprehensive 
collection of facial expressions captured in a con-
trolled environment, featuring subjects sequentially 
displaying a range of emotions. The sequential na-
ture of the images in CK+ allows for a more dynam-
ic analysis of facial expressions over time, capturing 
the subtle changes and nuances in emotional expres-
sion. In this research, we specifically chose CK+ as 
our dataset of choice for its availability of sequential 
images and rich content, enabling a robust evaluation 
of our proposed optical-flow-based symmetric fea-
ture extraction method and allowing for meaningful 
comparisons with existing literature. It is important 
to note that the entire CK+ dataset was utilized in this 
work, ensuring comprehensive analysis and fair com-
parison with other works.

4. Results and Discussion
In this section, we present the results of our experi-
ments and discuss the effectiveness of our proposed 
approach. Firstly, we report the classification accu-
racy achieved by our method and provide confusion 
matrices to evaluate the classifier performance. Fur-
thermore, we conduct feature importance analysis 
using a heatmap to identify the most informative 
face sections for the classification task. Finally, in the 
“Discussion” subsection, we synthesize our results 
and provide a thorough evaluation of the proposed 
technique.
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4.1. Classification Results
In this section, we present the classification results 
of our proposed feature extraction technique for the 
recognition of facial expressions. Firstly, we report 
the accuracy achieved by our method, which serves as 
a measure of the overall performance of the classifier. 
Additionally, we have provided confusion matrices 
in Appendix C to further evaluate the classification 
results by analyzing the distribution of correctly and 
incorrectly classified samples across different facial 
expressions. These results are essential in assessing 
the effectiveness of our proposed approach and com-
paring it to other existing methods. 
Accuracy measures the percentage of correctly clas-
sified instances out of the total number of instances 
in the dataset. It is calculated as:

. (11)

Table 1 presents results from comparing the perfor-
mance accuracy of different machine learning models 
utilized in our study, which include a mix of tradition-
al algorithms and deep learning models. The accuracy 
metrics are provided for two distinct cases: one where 
all features are considered and the other where a subset 
of selected features is used. Remarkably, the Feedfor-
ward Neural Network (FNN) model stands out, achiev-
ing the highest accuracy of 98.17% among all tested 
models. Furthermore, it’s worth noting that using se-
lected features in FNN yields competitive accuracies, 
with only a marginal decrease of 0.32% compared to 
using all features. his conclusion allows us to leverage 
the selected features for more computationally efficient 
models while maintaining strong performance.

4.2. Features Importance: Heatmap Analysis 
of Face Sections
In this section of the results, we present a heatmap 
analysis of the most important square sections of the 
face as identified through feature selection using a 
bagging SVM classifier.
The heatmap analysis provides a visual represen-
tation of the importance of each square section of 
the face in emotion recognition. This analysis can 
inform the development of more accurate emotion 
recognition models, as it highlights the specific fa-
cial features, most important for recognizing certain 
emotions. Figure 8 shows the significance of different 
facial regions for emotion recognition using a Bagging 
SVM classifier.

Table 1
Comparison of Model Accuracy on a Task with All 
Features and Subset of Features

Model Accuracy All 
Features

Accuracy Selected 
Features

SVM 97.53% 96.94%

XGBoost 93.26% 91.38%

Random Forest 94.49% 94.49%

Bagging (SVM) 97.24% 97.25%

FNN 98.17% 97.85%

LSTM 94.50% 94.48%

Figure 8
Heatmap illustrating the significance of different facial 
regions for emotion recognition using a Bagging SVM 
classifier

4.3. Inference Time and Parallel Processing
Table 2 presents the inference time analysis for dif-
ferent machine learning models utilizing both all fea-
tures and selected features for facial expression rec-
ognition. All these measurements are averages of 100 
runs.
Parallel processing during training is feasible for 
models such as FNN, RF, and XGBoost, where train-
ing can be distributed across multiple processors or 
nodes. However, due to the sequential training nature 
of SVM and LSTM, parallel processing during train-
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ing is not typically feasible. Nevertheless, our results 
demonstrate that our method generalizes well even 
with a limited number of samples, enabling all models 
to be effectively trained on a single machine.

4.4. Discussion
Facial expression is one of the most universal, natural, 
and powerful signals for persons to convey their inten-
tions and emotional states. FER has been a hot topic of 
research because of its life application value, practical 
value, and theoretical research value [54]. Automat-
ed facial expression analysis has been conducted in 
numerous studies, especially in driver fatigue surveil-
lance, medical treatment, sociable robots, and many 
human-computer interaction approaches. Based on a 
cross-cultural study, Ekman and Friesen [15] denoted 
six basic emotions (surprise, sadness, happiness, fear, 
disgust, and anger) regardless of culture. Subsequently, 
the incorporated emotion was contempt [35]. Advanced 
research in psychology and neuroscience argued that 
six basic emotions are not universal but culture-specif-
ic. Mase and Pentland devised a novel theory utilizing 
optimal flow technique to recognize facial expressions 
[34]. Since then, optical flow-based automated facial 
expression detection gained a lot of interest [28].
Feature extraction plays a crucial role in FER. These 
feature extraction methods can be categorized as sta-
tistical feature extraction, motion feature extraction, 

and deformation feature extraction methods [54]. Sta-
tistical feature extraction technique exploits the char-
acteristics of expression of images by statistics, such as 
moment invariant or histogram. This method requires 
more time for a large amount of computing. and it ig-
nores precise information about local-subtle features.
The deformation feature extraction technique is 
mainly used to extract some facial deformation infor-
mation, such as texture changes or geometric defor-
mation. The former refers to the textures’ disappear-
ance or appearance and modifications occurring due 
to changing expressions. The latter refers to the mod-
ified relative distance between feature points that oc-
curred due to a variety of expressions.
The recognition based on geometric features has the 
following three advantages: less calculation or mem-
ory space, simple and easy recognition processing, 
and the feature needs minimal information about the 
illumination difference. No local-subtle features and 
incomplete facial information are the disadvantag-
es of the method. Texture feature extraction has the 
disadvantage of processing huge amounts of compu-
tation. It has the advantage of containing expression 
information efficiently and is insensitive to individu-
al differences and light intensity.
The motion feature extraction method is applied to de-
rive some feature areas and feature points’ motion in-
formation from sequential expression images, such as 
the direction of feature points and movement distance.
The common techniques include model methods, opti-
cal flow methods, and feature point tracking. The feature 
point tracking method implies the movement of feature 
points selected in the face feature region and obtaining 
parameters to achieve face recognition. The method 
used minimal computation to derive only part of the fea-
ture points, but it misses some valuable features.
Mase [34] applied optical flow to track the movement 
units. Optical flow focuses on facial deformation. 
The method can be easily affected by non-rigid facial 
movement and uneven illumination. The majority of 
the traditional studies applied shallow learning or 
handcrafted features.
Due to sufficient training data, enhanced chip process-
ing abilities, and well-designed network architectures, 
many studies shifted to deep learning [26]. Deep learn-
ing techniques achieved state-of-the-art recognition 
accuracy. Deep learning approaches have some limita-

Table 2
Inference time analysis

Features Method Time per 
single-face

Time per 
batch of 

64

Time per 
instance in 

batch

All 
Features

SVM 0.20ms 0.57ms 0.009ms

RF 10.6ms 11.7ms 0.18ms

XGBoost 4.2ms 2.6ms 0.041ms

FNN 36ms 35ms 0.54ms

LSTM 42ms 41ms 0.64ms

Selected 
Features

SVM 0.13ms 0.72ms 0.0013ms

RF 10.6ms 11.9ms 0.18ms

XGBoost 2.2ms 2.4ms 0.038ms

FNN 36ms 32ms 0.5ms

LSTM 47ms 40ms 0.62ms
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tions. First, a small training dataset may lead to overfit-
ting. Moreover, high inter-subject variations exist for 
various personal attributes such as level of expressive-
ness, ethnic background, gender, and age. Apart from 
subject identity bias, variations in occlusions, illumi-
nation, and pose are usual in unconstrained facial ex-
pression scenarios. In Table 2, we presented the state-
of-the-art comparison of our work.
From the Table 2, we can conclude that:
1 Most works are evaluated on the Cohen-Kanade/ 

Extended Cohen-Kanade (CK+) facial expression 
datasets. 

2 Almost, everybody has utilized the k-fold cross-val-
idation scheme for validation and testing the model.

3 Our approach provided superior results compared 
to the other state-of-the-art approaches. 

4 Though the work in [36] reported an accuracy 
equal to our work, they utilized a deep learning 
model. The major disadvantage of employing deep 
learning models is their computational complexi-
ty. In addition, we do not know which features are 
responsible for the best results. Besides, we found 
significant features with fewer numbers that re-
duce the computational complexity.

Table 3
Comparison of accuracy of our work with the state-of-the-art FER

Ref. Dataset (Number of Images) Cross-Validation Scheme Method (Features + Classifier) Accuracy (%)

[57] 2011 Cohn-Kanade (CK) 
 database 1184) 10-Fold 3D Gabor features + SVM 94.48

[22] 2012
e Cohn–Kanade AU-Coded 

Facial Expression  
Database (348)

10-Fold
Local binary patterns, vertical 

time backward (VTB), and face 
moments + SVM

97

[5] 2017
Extended

Cohen-Kanade (CK+) facial 
expression dataset (410)

10-Fold Optical flow maps+ LIBSVM 93.17

[2] 2021 JAFFE dataset 10-Fold Gabor Filter+ICA+ HMM 88

[36] 2021
Extended

Cohen-Kanade (CK+) facial 
expression dataset (593)

70% for training and  
30 % for testing Deep Learning (CNN) 98

[46] 2023
Extended

Cohen-Kanade (CK+) facial 
expression dataset (593)

10-Fold Motion Vector features  
Deep Learning 95.3

Proposed 
Method

Extended
Cohen-Kanade (CK+) facial 

expression dataset (593)
5-Fold

Extraction of the symmet ricity 
of the face features using Opti cal 

flow algorithm
98

5. Conclusion and Future Work
Mental state and emotional state can be represented 
by facial expressions. A person’s mental ability and 
consciousness can be perceived by facial expression 
recognition (FER). Thus, FER has been protrud-
ing physiological biometrics for identity authenti-
cation in numerous applications, for instance, law 
enforcement, access controls of laptop computers 
and mobile phones, video surveillance, public secu-
rity, healthcare, marketing, finance, marketing, and 
many more. Automation of facial change analysis 
from the frontal view in general is the key to design-
ing human-machine interfaces and automatic FER. 
In this research, a novel feature extraction method 
is devised that can be utilized in different models 
and applications. The highlight of our study is that it 
yields over 97% accuracy in the CK+ dataset by ana-
lyzing 15% of the face area. It employs an optical flow 
algorithm to exploit sequence data of facial expres-
sions. High generalization is achieved because of the 
innovative face segmentation method and proposed 
symmetric merge of vectors. Two different methods 
of data preparation are introduced for non-time-se-
ries and time-series models. Our method exhibits 
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superior performance in comparison to the state-of-
the-art methods in the domain. 
With the advancement of user-generated content and 
social media, users upload a huge amount of data on 
numerous platforms, such as video, audio, text, and im-
ages. Hence, multimodal sentiment analysis will be one 
of our future works. Additionally, the fusion of modali-
ties like physiological data, depth information from 3D 
face models, and infrared images is becoming a promis-
ing research domain, and we also aspire to work in that 
area. In the future, we plan to explore the application of 
the proposed method in higher education to improve 
the quality of educational services and contribute to 
developing an effective ecosystem for digital education.

Appendix A
The pseudo-code for the mapping function is provid-
ed below:
Inputs:
 _ top_half_grid: a list of two integers [rows, cols] 

defining the size of the upper half grid
 _ bottom_half_grid: a list of two integers [rows, cols] 

defining the size of the bottom half grid
 _ i: an integer representing the section to map to a 

symmetric section

Outputs:
 _ sym_section: an integer representing the mapped 

symmetric section

Algorithm:
1 Calculate the total number of sections in the upper 

half grid and the bottom half grid
N_Upper <- top_half_grid[0] * top_half_grid[1]
N_Lower <- bottom_half_grid[0] * bottom_half_
grid[1]

2 If i is less than N_Upper:
a. Set i_in_grid to i
b. Set cols to top_half_grid[1]
c. Set upper_rows_sections to the largest multiple 
of cols that is less than or equal to i_in_grid
d. Set i_in_row to i_in_grid modulo cols

Else:
a. Set i_in_grid to i - N_Upper

b. Set cols to bottom_half_grid[1]
c. Set upper_rows_sections to N_Upper + the larg-
est multiple of cols that is less than or equal to i_
in_grid
d. Set i_in_row to i_in_grid modulo cols

3 Set sym_in_row to cols - (i_in_row + 1)
4 Set sym_section to upper_rows_sections + sym_in_

row + N_Upper + N_Lower
5 Return sym_section

Appendix B
The configuration for the LSTM model is as provided 
in Table 1.

Table 1
The configuration for the LSTM model

Layer Name Units Output 
Shape

Regulariza-
tion

Activa-
tion

1 Input  Layer - 25x226 - -

2 Bidirection-
al LSTM 100 100 l1=0.0004, 

l2=0.001 tanh

3 Dropout 20% 100 - -

4 Dense 7 7 l1=1e-5,
 l2=1e-3

soft-
max

The configuration for the FNN model is as provided 
in Table 2.

Table 2
The configuration for the FNN model

Layer Name Units Output 
Shape

Regular-
ization

Activa-
tion

1 Input 
Layer - 113x2 - -

2 Flatten - 226 - -

3 Dense 80 80 - -

4 Dense 80 80 - -

5 Dense 7 7 - soft-
max
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Appendix C

Confusion Matrices
A multi-class confusion matrix is a table that summa-
rizes the performance of a multi-class classification 
model by displaying the number of actual and predict-
ed instances for each class. In this specific case, the 
matrix represents the classification of seven different 
emotion categories: Anger (A), Disgust (D), Contempt 
(C), Fear (F), Happiness (H), Sadness (SD), and Sur-
prise (SR). The matrix allows for an assessment of 
the model’s performance for each class and provides 
a detailed breakdown of the number of true positives, 
false positives, true negatives, and false negatives pre-
dicted by the model.
In Table 1, the most correctly classified emotions are 
contempt and happiness while the most incorrectly 
classified emotion is fear with SVM classifier on se-
lected features. Fear is misclassified as disgust and 
happiness while sadness is misclassified as anger. 

Table 1
Confusion Matrix for SVM on Selected Features

A D C F H SD SR

A 96 0 4 0 0 0 0

D 0 95 0 0 0 5 0

C 0 0 100 0 0 0 0

F 0 3.33 0 88.33 8.33 0 0

H 0 0 0 0 100 0 0

SD 10 0 0 0 0 90 0

SR 0 1.11 0 0 0 0 98.89

Table 2
Confusion Matrix for XGBoost on Selected Features

A D C F H SD SR

A 93 0 7 0 0 0 0

D 0 65 0 0 25 5 5

C 5 0 93.33 0 1.67 0 0

F 0 0 0 71.67 20 8.33 0

H 0 1.43 0 0 98.57 0 0

SD 15 0 0 3.33 0 78.33 3.33

SR 0 0 0 0 1.25 0 98.75

In Table 2, the most correctly classified emotions are 
surprise and happiness while the most incorrectly 
classified emotion is disgust with the XGBoost clas-
sifier on selected features. Disgust is misclassified as 
happiness while sadness is misclassified as anger. 
In Table 3, the most correctly classified emotions are 
surprise and happiness while the most incorrectly 
classified emotion is fear with Random Forest classi-
fier on selected features. Fear is misclassified as hap-
piness and sadness while sadness is misclassified as 
anger. 

Table 3
Confusion Matrix for Random Forest on Selected Features

A D C F H SD SR

A 91.5 0 4 2 0 2.5 0

D 0 90 0 0 5 5 0

C 3.33 0 95 1.67 0 0 0

F 0 0 0 85 8.33 6.67 0

H 0 0 0 0 100 0 0

SD 13.33 0 0 0 0 86.67 0

SR 0 1.25 0 0 0 0 98.75

In Table 4, the most correctly classified emotions are 
contempt and happiness while the most incorrectly 
classified emotions are disgust and fear with Bagging 
classifier on selected features. Disgust is misclassified 
as sadness while sadness is misclassified as anger. 

Table 4
Confusion Matrix for Bagging on Selected Features

A D C F H SD SR

A 96 0 4 0 0 0 0

D 0 90 0 0 0 10 0

C 0 0 100 0 0 0 0

F 3.33 0 0 90 6.67 0 0

H 0 0 0 0 100 0 0

SD 6.67 0 0 0 0 93.33 0

SR 0 1.11 0 0 0 0 98.89
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In Table 5, the most correctly classified emotions are 
contempt and happiness while the most incorrectly 
classified emotion is sadness with FFN classifier on 
selected features. Anger is misclassified as contempt 
and sadness while sadness is misclassified as anger. 
In Table 6, the most correctly classified emotions 
are surprise and happiness while the most incor-
rectly classified emotion is fear with LSTM classi-
fier on selected features. Sadness is misclassified as 
anger, disgust, and fear while fear is misclassified as 
surprise. 

Table 5
Confusion Matrix for FNN on Selected Features.

A D C F H SD SR

A 95.5 0 4.5 0 0 0 0

D 0 95 0 0 0 5 0

C 0 0 100 0 0 0 0

F 0 0 0 96.67 3.33 0 0

H 0 0 0 0 100 0 0

SD 6.67 0 0 0 0 93.33 0

SR 0 1.25 0 0 0 0 98.75

Table 6
Confusion Matrix for LSTM on Selected Features

A D C F H SD SR

A 97.5 0 2.5 0 0 0 0

D 0 95 0 0 0 5 0

C 3.33 0 95 0 1.67 0 0

F 0 3.33 0 78.33 10 3.33 5

H 0 0 0 0 100 0 0

SD 3.33 6.67 0 6.67 0 83.33 0

SR 0 1.25 0 0 1.11 0 97.64

In Table 7, the most correctly classified emotions are 
fear and happiness while the most incorrectly classi-
fied emotion is sadness with the SVM classifier hav-
ing all the features. Sadness is misclassified as anger 
while disgust is misclassified as sadness. 

Table 7
Confusion Matrix for SVM on All Features

A D C F H SD SR

A 95.5 2.5 2 0 0 0 0

D 0 95 0 0 0 5 0

C 2 0 98 0 0 0 0

F 0 0 0 100 0 0 0

H 0 0 0 0 100 0 0

SD 11.67 0 0 0 0 88.33 0

SR 0 1.25 0 0 0 0 98.75

In Table 8, the most correctly classified emotions are 
surprise and happiness while the most incorrectly 
classified emotion is sadness with the Bagging classi-
fier having all the features. Sadness is misclassified as 
anger while disgust is misclassified as happiness. 

Table 8
Confusion Matrix for Bagging on All Features

A D C F H SD SR

A 95.5 2 2.5 0 0 0 0

D 0 95 0 0 0 5 0

C 1.67 0 98.33 0 0 0 0

F 0 0 0 96.67 0 0 3.33

H 0 0 0 0 100 0 0

SD 10 0 0 0 0 90 0

SR 0 1.25 0 0 0 0 98.75

Table 9
Confusion Matrix for XGBoost on All Features

A D C F H SD SR

A 93 0 5 0 0 2 0

D 5 75 0 0 15 5 0

C 3.33 0 95 1.67 0 0 0

F 0 0 0 68.33 8.33 10 13.33

H 0 0 0 0 100 0 0

SD 15 0 0 0 0 85 0

SR 0 0 0 0 1.25 0 98.75
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In Table 9, the most correctly classified emotions are 
surprise and happiness while the most incorrectly 
classified emotion is fear with the XGBoost classifier 
having all the features. Fear is misclassified as a sur-
prise while disgust is misclassified as happiness, sad-
ness, and disgust. 

Table 10
Confusion Matrix for Random Forest on All Features

A D C F H SD SR

A 93 2.5 4.5 0 0 0 0

D 0 80 0 0 10 10 0

C 3.67 0 94.67 1.67 0 0 0

F 0 0 0 85 3.33 6.67 5

H 0 0 0 0 100 0 0

SD 11.67 0 0 0 0 88.33 0

SR 0 1.25 0 0 0 0 98.75

In Table 10, the most correctly classified emotions are 
surprise and happiness while the most incorrectly 
classified emotion is sadness with the Random Forest 
classifier having all features. Sadness is misclassified 
as anger while disgust is misclassified as happiness 
and sadness. 
In Table 11, the most correctly classified emotions are 
contempt, fear, and happiness while the most incorrect-
ly classified emotion is disgust with the FNN classifier 
having all the features. Sadness is misclassified as anger 
while disgust is misclassified as anger and sadness. 
In Table 12, the most correctly classified emotions are 
surprise and happiness. In contrast, the most incor-
rectly classified emotions are anger and disgust with 
the LSTM classifier having all the features. Sadness 
is misclassified as anger while fear is misclassified as 
happiness and sadness. 

Table 11
Confusion Matrix for FNN on All Features

A D C F H SD SR

A 97.5 0 2.5 0 0 0 0

D 5 90 0 0 0 5 0

C 0 0 100 0 0 0 0

F 0 0 0 100 0 0 0

H 0 0 0 0 100 0 0

SD 8.33 0 0 0 0 91.67 0

SR 0 1.25 0 0 0 0 98.75
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Table 12
Confusion Matrix for LSTM on All Features

A D C F H SD SR

A 90 2.5 5 0 0 2.5 0

D 5 90 0 0 0 5 0

C 5 0 91.67 0 3.33 0 0

F 0 0 0 86.67 10 3.33 0

H 0 0 0 0 100 0 0

SD 8.33 0 0 0 0 91.67 0

SR 0 1.25 0 0 0 0 98.75
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